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Author Lists





Definition

An author is a person without whose work/
contribution the paper would not exist in its given 
form. 

Sole provision of funds does not warrant authorship.



DFG 1998, p.19-20

Authors of a scientific publication shall be all, and 
exclusively those, persons who contributed to 
conceiving the study or the concepts, to the 
generation, analysis, and interpretation of the data, 
and to the writing of the manuscript itself. All authors 
have approved the publication and are responsible for 
it. 

Gute wissenschaftliche Praxis

• Vom Präsidium der DFG eingesetzte 
internationale Kommission mit den internationale Kommission mit den 
Zielen:
– Ursachen für Unredlichkeit im 

Wissenschaftssystem nachzugehen,
– präventive Gegenmaßnahmen zu 

diskutieren,d s ut e e ,
– die existierenden Mechanismen 

wissenschaftlicher Selbstkontrolle zu wissenschaftlicher Selbstkontrolle zu 
überprüfen und Empfehlungen zu ihrer 
Sicherung zu gebenSicherung zu geben.

Deutsche Forschungsgemeinschaft, Vorschläge zur Sicherung guter wissenschaftlicher Praxis,  
Empfehlungen der Kommission „Selbstkontrolle in der Wissenschaft“, Wiley-VCH, Weinheim 1998.



DFG 1998, p.19-20
The following alone is not enough to warrant 
authorship: 

• provision or organization of funds (e.g., grants)


• teaching/instruction of co-authors in methods used


• management of the organizational unit where the 
publication originated


• Honor or high standing

Gute wissenschaftliche Praxis

• Vom Präsidium der DFG eingesetzte 
internationale Kommission mit den internationale Kommission mit den 
Zielen:
– Ursachen für Unredlichkeit im 

Wissenschaftssystem nachzugehen,
– präventive Gegenmaßnahmen zu 

diskutieren,d s ut e e ,
– die existierenden Mechanismen 

wissenschaftlicher Selbstkontrolle zu wissenschaftlicher Selbstkontrolle zu 
überprüfen und Empfehlungen zu ihrer 
Sicherung zu gebenSicherung zu geben.

Deutsche Forschungsgemeinschaft, Vorschläge zur Sicherung guter wissenschaftlicher Praxis,  
Empfehlungen der Kommission „Selbstkontrolle in der Wissenschaft“, Wiley-VCH, Weinheim 1998.



Ordering of authors

• Sciences / Engineering: in order of decreasing 
contribution, typically:


• 1st author: scientist (typically PhD student) who 
did the majority of the work and drafted the paper.


• Last author: scientist (typically group leader) who 
conceived the project, coordinated it, and helped 
writing the manuscript.


• Joint first and last authorships are possible.


• Mathematics: alphabetical



Ordering of authors

Reihenfolge der Autorschaften

„Ungeschriebene Gesetze für experimentelle Originalarbeiten“:

Ź Erstautor sollte derjenige sein, der die wesentlichen 
experimentellen Daten erarbeitet hat (in der Regel: der Doktorand)

ĺ�Schreiben ist „reguläres Handwerk“ für (Mit-) Betreuer
ĺ�$QIRUGHUXQJHQ�YRQ�6SLW]HQ]HLWVFKULIWHQ�VLQG�VHKU�KRFK

Doktorandin                   Betreuer
PhD student Supervisor



Ordering of authors

Joint first authors

Reihenfolge der Autorschaften

„Ungeschriebene Gesetze für experimentelle Originalarbeiten“:

Ź Wenn zwei oder drei Koautoren in gleichem Maße beigetragen 
haben, sollte ihnen die geteilte Erstautorschaft zugestanden 
werden (die Reihenfolge der Namen kann dabei ausgelost werden)

besonders wichtig bei hochrangigen Journalen



Ordering of authors

Reihenfolge der Autorschaften

„Ungeschriebene Gesetze für experimentelle Originalarbeiten“:

Ź Koautoren stehen um so weiter von Anfang und Ende der Liste 
entfernt, je weniger sie zum Gesamtwerk beigetragen haben.

damals 
Doktoranden, 
jetzt Arbeits-
gruppenleiter 
(z.B. am MPI)

jeweils ein Bild 
bzw. Programm

„Chef“ (Idee, 
Projektleitung)

Postdoc, in 
„Wartestellung“

da lohnt sich das Abwägen

PhD students

A figure/ 
program

Professor

Postdoc  
supervised 

work



Citations and 
References



What and why?
Every piece of scientific writing (thesis, report, paper, …) should 
contain references citing the relevant sources (literature, web 
pages, software, personal communication):


• Any source you have used, built upon, gotten ideas from (allows 
tracing your ideas and attribute contributions).


• Any of your own previous works from which you repeated 
information for convenience (self-plagiarism!)


• Any similar, related, or contradicting works (allows judging 
novelty and significance of your work).


No need to cite: sources for “general public knowledge” / 
textbook knowledge (e.g., Pythagoras’ formula, Bayes’ theorem)



Definition



Discipline habits
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Discipline differences

• Cite a lot, get cited a lot: Medicine, Natural Science


• Cite few, get cited little: Engineering


• Cite a lot, get cited little: Humanities



h-index
If h-th most cited paper has >=h 

citations, then h-index = h.

Wikipedia

Measures productivity and 
citation impact.


Criticism: does not honor truly 
seminal works with very large 

citation counts. 

Is biased by age (“age index”) 
since it only increases with time. 

 
Is biased by discipline. 

 
Does not account for author list.



Discipline normalization

papers would require to apply also a correction along the lines of 
Eq. (7).  

It is worth noting that the normalizing factors for the five 
fields which could be labeled "(molecular) life sciences": "Micro-
biology", "Biology & Biochemistry", "Neuroscience & Behavior", 
"Immunology" and "Molecular Biology & Genetics" (see Table II, 
and Fig 3) agree well with Hirsch's observation that h indices in 
the life sciences for Nobel prize researchers are about twice those 
in Physics.  

5.2. Stretched exponential distribution 

The expression of the h-index in this distribution model is 
strongly dependent on the number of published papers of a given 
author, and so is, consequently, the correction factor. The last four 
columns of Table II contain the correction factors relative to the 
field "Physics" for all fields, meant to compare h indices of au-
thors having 100, 200, 500 and 1000 papers. It can be seen that 
this model predicts correction factors which are more conservative 
than those of the power law model. It appears that the values pre-
dicted by the stretched exponential model converge to those of the 
power law model in the limit of an infinite number of papers. 
Some caution must be exercised with ISI fields with cita-
tions/paper rates smaller than 8. (Mathematics, Computer Sci-
ences, Engeniering, Social Sciences and Material Sciences), be-
cause the numerical method used to calculate the corrector factor 
may produce some inaccuracies. 

 
Table II 

Normalization factor for the ISI Fields of Science, relative to the field 
"Physics" 

To put h-indices of different fields in a common scale, multiply by fi, the 
tabulated value. The first column gives fi values calculated from a power-
law Zipf plot (for comparison of authors having different number of pa-
pers, see text). The remaining columns give correction factors computed 
under the assumption that the citation distribution function is a stretched 
exponential, for comparison of authors having a similar number of pub-
lished papers. 

Stretched Exponential 

          ISI Fields 
Power 
Law 

100  
papers 

200  
papers 

500  
papers

1000 
papers

       

Agricultural Sciences 1.27 1.20 1.24 1.30 1.35 

Biology & Biochemistry 0.60 0.77 0.73 0.68 0.64 

Chemistry 0.92 0.95 0.94 0.93 0.92 

Clinical Medicine 0.76 0.86 0.83 0.80 0.77 

Computer Science 1.75 1.97 � � � 

Economics & Business 1.32 1.23 1.28 1.36 1.42 

Engineering 1.70 1.79 � � � 

Environment/Ecology 0.88 0.93 0.92 0.90 0.88 

Geosciences 0.88 0.93 0.91 0.89 0.88 

Immunology 0.52 0.73 0.68 0.63 0.58 

Materials Science 1.36 1.29 1.35 1.44 � 

Mathematics 1.83 � � � � 

Microbiology 0.63 0.79 0.75 0.71 0.67 

Molecular Biology&Genetics 0.44 0.68 0.64 0.57 0.53 

Neuroscience&Behavior  0.56 0.75 0.71 0.66 0.62 

Pharmacology&Toxicology 0.84 0.90 0.89 0.86 0.85 

Physics 1.00 1.00 1.00 1.00 1.00 

Plant & Animal Science 1.08 1.05 1.06 1.07 1.08 

Psychiatry/Psychology 0.88 0.93 0.91 0.90 0.88 

Social Sciences, general 1.60 1.58 1.72 � � 

Space Science 0.74 0.85 0.82 0.79 0.76 

 

6. Examples taken from Spanish research workers 

6.1. Power law model 

We have looked up those research workers of Spanish institu-
tions listed by Thomson ISI as "Highly cited scientists" at URL 
http://portal.isiknowledge.com/portal.cgi?DestApp=HCR&
Func=Frame, (downloaded Feb 21, 2006), with the condition that 
they had not very common last names; excluding commonness of 
last name should introduce no bias in our sample (Hirsch, 
2005a,b), and facilitates unambiguous identification of each 
worker. The results are summarized in Table III, where we have 
tabulated the values of h, Np and our corrected (assuming a power 
law distribution) index, H: 

 
 iH h f �     (19) 
 

with the normalizing factor   if  taken from the first column of 
Table II.  
 

Table III  
Highly cited Spanish scientists 

ISI Field Name h H Nc Np 

Chemistry A. Corma 60 55 12210 625

Clinical Medicine J. Rodés 84 65 15644 1047

Environment/Ecology C. M. Herrera 35 32 2213 106

Immunology F. Sánchez Madrid 56 29 8112 235

Mathematics D. Nualart 15 28 892 125

        " J. M. Sanz Serna 21 40 1282 75

        " J. L. Vázquez 22 42 1015 111

        " E. Zuazúa 19 36 821 141

Molecular Biology & Genetics M. Barbacid 79 35 17816 217

Neuroscience & Behavior J. M. Palacios 72 41 14231 540

Physics M. Aguilar Benítez 38 38 7782 214

Plant & Animal Science C. M. Duarte 38 42 2944 252
 

Nc = number if citations; Np= number of papers 
 
 

The initial range 15-84 in the h values of Spain top-cited sci-
entists becomes reasonably more homogeneous after correction, 
28-65.  The criteria ISI employs to include a scientist in the cate-
gory of "Highly cited scientist" are not known in any detail, but 
are certainly dependent on the scientific field. This is particularly 
clear when one looks at the field "Mathematics", in which four 
Spaniards are included as "highly cited", all having a citation level 
considerably lower than that present in scientists of other fields. 
Still it is puzzling to observe in this connection that A. Wiles is not 
included in this honor roll, despite the fact that he has become, 
arguably, one the most celebrated mathematicians of the 20th cen-
tury, after his renowned proof of so-called Fermat's last theorem 
was known (Wiles, 1995)1. In fact, a simple Thomson ISI search 
assigns him a mere h=12 (H=22) on a list of just 13 papers. Since 
it is by no means usual in other fields to publish single-author 
papers 109 pages long containing the work of several years, it is 

                                                           
1 Our mention of this paper here does not appear to have a chance of im-
proving the h-value of this author. 

 5

Relative to Physics. 
h_norm = h * f

Iglesias, J.E. and Pecharromán, C., 2007.  
Scaling the h-index for different scientific  
ISI fields. Scientometrics, 73(3), pp.303-320.



Age normalization

m-index = h / #years since first publication 

hI-index: citation counts are normalized by  
the number of authors on the paper



Journal Impact Factor

Number of times articles from that journal were cited  
over a certain period of time, divided by the total 
number of articles published in the same period. 

(i.e., average number of citations per article) 

Typical: 
2-year IF 
5-year IF



Top hitters 2017
Rank Full Journal Title Journal Impact 

Factor

1 CA-A CANCER JOURNAL FOR CLINICIANS 187.040
2 NEW ENGLAND JOURNAL OF MEDICINE 72.406
3 NATURE REVIEWS DRUG DISCOVERY 57.000
4 CHEMICAL REVIEWS 47.928
5 LANCET 47.831

6 NATURE REVIEWS MOLECULAR CELL BIOLOGY 46.602

7 JAMA-JOURNAL OF THE AMERICAN MEDICAL ASSOCIATION44.405
8 NATURE BIOTECHNOLOGY 41.667
9 NATURE REVIEWS GENETICS 40.282

10 NATURE 40.137
11 NATURE REVIEWS IMMUNOLOGY 39.932
12 NATURE MATERIALS 39.737
13 Nature Nanotechnology 38.986
14 CHEMICAL SOCIETY REVIEWS 38.618
15 Nature Photonics 37.852
16 SCIENCE 37.205
17 NATURE REVIEWS CANCER 37.147
18 REVIEWS OF MODERN PHYSICS 36.917
19 LANCET ONCOLOGY 33.900
20 PROGRESS IN MATERIALS SCIENCE 31.140
21 Annual Review of Astronomy and Astrophysics 30.733
22 CELL 30.410
23 NATURE MEDICINE 29.886
24 Energy & Environmental Science 29.518
25 Living Reviews in Relativity 29.300

26 MATERIALS SCIENCE & ENGINEERING R-REPORTS 29.280
27 NATURE REVIEWS NEUROSCIENCE 28.880
28 Annual Review of Immunology 28.396
29 NATURE GENETICS 27.959
30 CANCER CELL 27.407
31 PHYSIOLOGICAL REVIEWS 27.312

32 Annual Review of Pathology-Mechanisms of Disease 26.853
33 NATURE REVIEWS MICROBIOLOGY 26.819
34 World Psychiatry 26.561
34 World Psychiatry 26.561
36 LANCET NEUROLOGY 26.284
37 Nature Chemistry 25.870
38 PROGRESS IN POLYMER SCIENCE 25.766
39 NATURE METHODS 25.062
40 JOURNAL OF CLINICAL ONCOLOGY 24.008
41 Cell Stem Cell 23.394
42 IMMUNITY 22.845
43 Annual Review of Plant Biology 22.808

21,524 0.092500
43,303 0.149640
17,998 0.018770

22,723 0.029870
45,957 0.218370
149,617 0.284800

3,153 0.009520
24,566 0.065630
24,811 0.101370

4,105 0.013030
23,640 0.058010
3,153 0.009520

88,954 0.241770
32,653 0.102930
25,952 0.033220

6,361 0.005490
36,952 0.071380
17,290 0.036410

70,491 0.178660
59,187 0.186260
2,186 0.006820

10,521 0.016720
9,417 0.020690
217,952 0.594680

46,017 0.084950
45,510 0.069660
38,110 0.121930

113,731 0.284270
35,595 0.126070
606,635 1.159250

34,948 0.093010
81,831 0.204020
48,814 0.172520

53,992 0.169930
32,654 0.102540
671,254 1.433990

214,732 0.404930

40,565 0.095760

141,015 0.280910

315,143 0.700770
28,750 0.060820
159,155 0.246600

Journal Data Filtered By:  Selected JCR Year: 2016 Selected Editions: SCIE,SSCI Selected 
Category Scheme: WoS

Total Cites Eigenfactor Score

24,539 0.064590

Web of Science



Bottom hitters 2017

12016 Revista Chilena de Derecho 0.050
12016 ZEITGESCHICHTE 0.050
12020 European Journal of English Studies 0.048
12020 OIL & GAS JOURNAL 0.048
12022 AEROSPACE AMERICA 0.047
12022 Journal of Nepal Medical Association 0.047

12024 ATW-INTERNATIONAL JOURNAL FOR NUCLEAR POWER 0.045
12024 Transylvanian Review 0.045

12026 INDIAN JOURNAL OF HETEROCYCLIC CHEMISTRY 0.044
12027 B E Journal of Macroeconomics 0.043
12028 JCT COATINGSTECH 0.042
12028 KLEINTIERPRAXIS 0.042

12030 REVUE D ETUDES COMPARATIVES EST-OUEST 0.041
12031 PULP & PAPER-CANADA 0.039
12032 DEUTSCHE LEBENSMITTEL-RUNDSCHAU 0.038
12033 Telos 0.036
12034 DRUGS OF THE FUTURE 0.035
12035 Implantologie 0.034
12036 Journal of Credit Risk 0.032
12036 MANUFACTURING ENGINEERING 0.032
12038 Psychoanalytic Study of the Child 0.031
12039 CATTLE PRACTICE 0.029
12040 Traitement du Signal 0.028
12041 Journal of the Belgian Society of Radiology 0.027
12042 ELECTRONICS WORLD 0.026
12042 FOOD AUSTRALIA 0.026

12042 SECURITIES REGULATION LAW JOURNAL 0.026
12045 ECONTENT 0.025
12046 Civil Szemle 0.024
12046 Road & Transport Research 0.024
12048 Informacios Tarsadalom 0.022

12049 WOCHENBLATT FUR PAPIERFABRIKATION 0.018
12050 INTERNASJONAL POLITIKK 0.016
12051 Andamios 0.014

12051 BULLETIN MENSUEL DE LA SOCIETE LINNEENNE DE LYON0.014
12053 AATCC REVIEW 0.000
12053 Amme Idaresi Dergisi 0.000
12053 Cadmo 0.000

12053 Correspondances en Metabolismes Hormones Diabetes et Nutrition 0.000
12053 Current Perspectives in Social Theory 0.000
12053 Denver Law Review 0.000

12053 Journal of the Institute of Telecommunications Professionals 0.000
12053 POLICY REVIEW 0.000
12053 SURFACE COATINGS INTERNATIONAL 0.000
12062 ACS Energy Letters Not Available
12062 ACS Sensors Not Available
12062 Abdominal Radiology Not Available

12062 Annals of the American Association of Geographers Not Available
12062 Applied Biological Chemistry Not Available
12062 Archives Animal Breeding Not Available
12062 Archives of Endocrinology Metabolism Not Available38 0.000030

32 0.000000
20 0.000010
41 0.000060

225 0.000000
245 0.000060
64 0.000000

2 0.000000
71 0.000060
126 0.000000

1 0.000000
16 0.000010
13 0.000000

182 0.000090
27 0.000020
17 0.000020

7 0.000010
58 0.000060

112 0.000010

115 0.000140
4 0.000000

91 0.000020

5 0.000020
17 0.000020
10 0.000000

5 0.000010
45 0.000020
173 0.000050

356 0.000090
101 0.000120
72 0.000010

35 0.000030
121 0.000170
136 0.000040

179 0.000060
45 0.000080
313 0.000270

103 0.000030

26 0.000060
310 0.000030

294 0.000040
200 0.000990
40 0.000030

233 0.000290

31 0.000100
31 0.000030

62 0.000070
932 0.000650
41 0.000130

47 0.000000
32 0.000020

Web of Science



Typical CS/Eng
Good Engineering / CS journals have IF between 

1…10. 

Examples:  
IEEE Trans. Evolutionary Computation (IF=11) 

IEEE PAMI (IF=8.3) 
IEEE Trans. Cybernetics (IF=7.3) 

ACM Trans. Graphics (IF=4) 
SIAM J. Imaging Science (IF=2.4) 

SIAM J. Scientific Computing (IF=2.2) 
SIAM J. Computing (IF=1.4)



Bibliography manager

• References must be formatted differently depending on 
journals.


• Use a bibliography manager


• Free: BibTeX / paid: EndNote


• Collect everything you ever read or cited in a growing 
(version controlled!) database. Free: BibDesk, Papers


• Keep notes and annotations in the database as well as 
PDFs if you have them



BibTeX @article{article, 
  author  = {Peter Adams},  
  title   = {The title of the work}, 
  journal = {The name of the journal}, 
  year    = 1993, 
  number  = 2, 
  pages   = {201-213}, 
  month   = 7, 
  note    = {An optional note},  
  volume  = 4 
} 

@book{book, 
  author    = {Peter Babington},  
  title     = {The title of the work}, 
  publisher = {The name of the publisher}, 
  year      = 1993, 
  volume    = 4, 
  series    = 10, 
  address   = {The address}, 
  edition   = 3, 
  month     = 7, 
  note      = {An optional note}, 
  isbn      = {3257227892} 
}



Citing electronic 
sources: DOI



What is a DOI?

• Digital Object Identifier


• ISO 26324 standard


• Used since 2000


• >175 million DOIs assigned by >5000 publishers


• String of numbers and letters unique to a digital object


• If DOI is not a full link, simply prepend http://dx.doi.org/


• DOIs are unique, actionable, and persistent



What has a DOI?
• electronic version (typically PDF) of every scientific article 

published since 2000.


• books, manuals, standards


• open source software (specific to version)


• scientific datasets


• figures (e.g., figshare.com)


• preprints deposited on a public preprint server


• scientific databases



Software Citations



Problems
Often, we use software to achieve the results reported in a 
paper. This leads to problems with reproducibility:


• The software may not be publicly available.


• The software may not run on another system.


• The version of the software used for the paper may no 
longer be available.


• The software has dependencies that were not described.


• The version of the software used for the paper no longer 
compiles.



Citing software
1. Describe any software that played a critical part in, or 

contributed something unique to, your research. Do this in 
enough detail for a peer to be able to understand what you did, 
repeat and validate what you did, and reuse your research.

2. The are many options for describing the software you have 
used: footnotes, acknowledgements, methods sections, and 
appendices.

3. Be aware that a license may place you under an obligation to 
attribute the use of software in your publication.

4. Cite papers that describe software as a complement to, not a 
replacement for, citing the software itself.

5. In the first draft of a paper, always put software citations in 
references or bibliographies.

https://www.software.ac.uk/how-cite-software



Citing software
6. Be prepared to debate with reviewers why you have cited the 

software: you want to acknowledge the contribution of the 
software's authors and the value of software as a legitimate 
research output.

7. Inform reviewers if you are legally obliged to cite the software 
because of a clause in the software's license.

8. If a reviewer disagrees with a formal software citation, you can 
still make a general reference to the software in the paper.

9. Recommended citations may not have enough information to 
accurately describe the software that was used - you may need 
to add more detail yourself.

10. If the software has a DOI (digital object identifier) use it to cite 
the software. If the software has its own website, use the 
website's URL for the citation.

https://www.software.ac.uk/how-cite-software



Publishing Software
Scientific Software is research output just as other results are. As 
such, it should:


• Be published as a “software paper” (available in most journals) 
describing the design concept and algorithms.


• Have a web site and a manual / tutorial


• Use a clearly defined OSS license


• Be open source, publicly, and version controlled. Source code 
should contain README, CHANGELOG, LICENSE


• Have a DOI, specific to version / commit revision (zenodo.org)


• Additionally be archived at the time of writing and uploaded to 
the journal as supplementary file



Example
http://doi.org/10.5281/zenodo.1111824 



File list

Availability

Usage Stats
Version used for paper

code authors

archive a.t.t.w.

DOI

License

History

http://doi.org/10.5281/zenodo.1111824 



What is citable, what 
not?



Depending on journal…
• Published (by a publisher) and indexed (by WoS, GoogleScholar, 

SCOOPUS, etc.) articles from scientific journals or conferences.


• Books and book chapters published by a publisher. 


• DOIs


• Preprints from public preprint servers (e.g. ArXiV, bioarxiv)


• Papers “in print” or “submitted” with full author list and journal 
name (better: preprint server if available!)


• Web pages (with URL, date accessed). Problem: not persistent


• Theses (usually required to be available from a library’s page)


• Personal communications (“A. Einstein, personal communication”). 
Rarely allowed as citation (but essential as credit!).



Acknowledgements



What is it?
Every piece of scientific writing (thesis, report, paper, …) 
should contain an “acknowledgements” section, containing 
free text thanking:


• Anyone who helped, but not enough to be an author (e.g., 
discussion partners, test users, feedback provider).


• Anyone who gave something (e.g., funding, computer access, 
CPU time on a HPC system, feely available code, …).


• Personal fellowships, awards, supervisors, mentors.


In a paper, these are typically just a few lines. In a thesis, 
acknowledgements can be an entire page, also including 
friends, colleagues, and family who provided moral support.



Example

�(y). Third, one has to decide how to interpolate the
pixel intensities to particle locations to determine par-
ticle intensities Ip = I(yp). Full details are given in
Supplementary Note 13.

To calculate the intensity gradient magnitude over the
input image, we use smoothing cubic B-Splines [59],
which provide robust gradient estimation in the presence
of noise. They require setting a smoothing parameter �
depending on the noise level, as described in Supple-
mentary Note 13.

For the Local Intensity Scale �(y), we use a smooth
estimate of the local dynamic range of the image, as de-
scribed in Supplementary Note 13. This form of the
Local Intensity Scale accounts for variations in the in-
tensities of labeled objects, similar to gain control in the
human visual system. We ensure that � is sufficiently
smooth (see Supplementary Note 2) by computing it
over the image downsampled by a factor of two. Ex-
amples are shown in Figures 1E and 6C. The size of the
smoothing window is given by a rough estimate of the
half width at half maximum of the point-spread function
(PSF) of the microscope. Further, a lower threshold is
introduced to prevent resolving background noise (see
Supplementary Note 13).

Two methods are combined to interpolate pixel inten-
sities to particle locations: for particles in Particle Cells
at pixel resolution, the intensities are directly copied
from the respective pixels, while for particles in larger
particle cells, we assign the average intensity of all pix-
els in that Particle Cell [19].

We also provide a method for reconstructing a pixel
image Î(y) from the APR. A pixel image satisfying
the Reconstruction Condition in Equation 1 can be
reconstructed from the APR using any non-negative
weighted average of particles within R⇤(y) of pixel y.
In Supplementary Note 10, we discuss possible weight
choices, providing examples of smooth, piecewise con-
stant, and worst-case reconstructions. For displaying
figures and benchmarking, unless otherwise stated, we
use the piecewise constant reconstruction in this paper.
This reconstruction sets all pixels inside a Particle Cell
equal to the intensity of the particle in that cell and thus
has the best computational efficiency.

All design decisions have been made to optimize ro-
bustness against imaging noise and computational effi-
ciency. We find that the method is stable with respect
to the choice of parameters. A discussion of param-
eter selection for real datasets is given in Supplemen-
tary Note 14, and the parameter values used for our test

datasets are given in Supplementary Table 3.
Appropriate data structures must be used to store and

process on the APR efficiently. Ideally, these structures
allow direct memory access at low overhead. Here, we
propose a multi-level data structure for the APR, as de-
scribed in Supplementary Note 18. Each APR level l is
encoded similar to sparse matrix schemes with Particle
Cell locations {ix, iy, iz}. This data structure efficiently
stores V and P by explicitly encoding only one spatial
coordinate (iy) per Particle Cell, while allowing ran-
dom access. We call this data structure the Sparse APR
(SA) data structure. It relies on storing one red-black
tree of Particle Cell locations iy for each combination
of {ix, iz, l}, caching access information for contiguous
blocks of Particle Cells. When storing image intensity
using 16 bits, the SA data structure requires approxi-
mately 50% more memory than the uncompressed par-
ticle intensities alone. Simpler data structures, without
the red-black tree, can be used to reduce this overhead
if random access is not required. In all results presented
here, we use the SA data structure.

We store the APR SA data structure using the HDF5
file format [60] and the BLOSC HDF5 plugin [61] for
lossless Zstd compression of the Particle Cell and inten-
sity data in the file.

Code availability

Code is available through the open-source C++
APR software library LibAPR [62] (available at
github.com/cheesema/LibAPR), including basic Python
wrappers, and Java wrappers can be found at
github.com/krzysg/LibAPR-java-wrapper. Didactic
MATLAB code for the APR in 1D can be found at
github.com/cheesema/APR 1D demo.
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Figure 1: Spatially adaptive representation of images. A. Example image of fluorescently labeled zebrafish cell nuclei (exemplar dataset
7, courtesy of Huisken Lab, MPI-CBG & Morgridge Institute for Research [25]), represented on a regular grid of pixels. B. The APR of the
same image. Particles are shown as dots with their color indicating fluorescence intensity and their size reflecting the local resolution of the
representation. C-F. Adaptively representing objects of different intensity requires accounting for the local brightness levels. C. Two regions
of labeled cell nuclei (exemplar dataset 6, courtesy of Tomancak Lab, MPI-CBG) with different brightnesses. D. Adaptive representation based
on the absolute intensity. F. The APR accounting for the Local Intensity Scale of the image as shown in E. In F all objects are correctly resolved
across brightness levels. Scale bars indicate 10 pixels.

shows a cross-section of the APR for exemplar dataset 7,
and Supplementary Video 1 illustrates the Implied Res-
olution Function and APR reconstruction for exemplar
dataset 1. A comparison of the APR with Haar wavelet
thresholding for natural scene images [27] is given in
Supplementary Note 12.

We experimentally confirm that the APR satisfies the
Reconstruction Condition in Equation 1 in the absence
of noise. Figure 2A shows the empirical relative er-
ror E⇤ =

��� I(y)�Î(y)
�(y)

���
1

for increasing imposed error
bounds E, where y represents all pixel locations in
the original image and �(y) the Local Intensity Scale
(brightness) of the image. In all cases, E⇤ < E, as re-
quired by the Reconstruction Condition. As expected,
the number of particles used by the APR to represent
the image decreases with increasing E (right axis). The
results are unchanged when using more complex ob-
jects than spheres or different reconstruction methods
(Supplementary Fig. 29). Figure 2B provides exam-
ples of the quality of APR reconstruction at different
E, compared to ground truth. In the absence of noise,
the APR satisfies the Reconstruction Condition every-
where, guaranteeing a reconstruction error below the
user-specified threshold and fulfilling the first part of

RC1.
In real applications, images are corrupted by noise.

We find that the introduction of noise introduces a lower
limit on the error E⇤ that can be achieved (see Supple-
mentary Fig. 30A). This observation agrees with the-
oretical analysis (Supplementary Note 7). This lower
bound is entirely due to the noise in the pixel intensity
values, while the adaptation of the Implied Resolution
Function is robust to noise. This is demonstrated in Sup-
plementary Fig. 30B, where noisy particle intensities are
replaced with ground truth values for the reconstruction
step. Adaptation is still done on the noisy pixel data.
Then, E⇤ can be made arbitrarily small, indicating that
the construction of the APR is robust against imaging
noise. This result also agrees with the theoretical anal-
ysis of the impact of errors on the Implied Resolution
Function (Supplementary Note 7).

To understand how to best set E in the presence of
noise, we compute the observed peak signal-to-noise
ratio (PSNR) of the reconstructed image and compare
with the PSNR of the original image. Figure 2C pro-
vides examples of the different noise levels used. Fig-
ure 2D shows that decreasing E to zero does not max-
imize the PSNR. Instead, for medium to high quality
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