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CHAPTER 1

Introduction

1. * Examples of nonlinear problems

1.1. Roots of polynomials.Let p : C→ C be a polynomial.
Problem: Prove existence of a root ofp, that is, prove that the equation

p(z) = 0

admits a solution. If possible, try to find an explicit formula for a solution, or try to
locate a solution.

The same questions may be asked for polynomialsp : Cn→ Cn.

1.2. Ordinary differential equations. Let f : Rn → Rn be a continuous func-
tion, and letx0 ∈ R

n. Prove existence (and uniqueness) of a local solution of the
ordinary differential equation with initial value

ẋ(t) = f (x(t)), x(0) = x0.

1.3. Optimization problems. Let j : R → R be a convex function and define
the cost functionalJ on the spaceC([0,1]) by

J(u) =
∫ 1

0
j(u(s)) ds, u ∈ C([0,1]).

Prove that the cost functionalJ admits a global (or local) minimum.

1.4. Nonlinear diffusion. LetΩ ⊂ Rn be a an open set. Letu : [0,T] × Ω→ R
be some function depending on a time variablet ∈ [0,T] and a space variablex ∈ Ω.
For example, this function may in the applications be an energy density, a population
density, or an image.

In the following, we think ofu being an energy density. IfO ⊂ Ω is a small
volume (with smooth boundary∂O), then∫

O
u(t, x) dx

is the total energy in the volumeO at timet. The total energy inO can only change
if there is an energy transport through the boundary, or if there is an energy source
within O. According to Fourier’s law, an energy transport is only possible in the
opposite direction of the gradient∇u; recall that the gradient∇u points into the
direction in whichu increases most, in particular, into the direction in which there is
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6 1. INTRODUCTION

a higher energy density, and energy transport is directed to regions with lower energy
density.

Hence,
∂

∂t

∫
O

u dx=
∫
∂O

a(|∇u|)
∇u
|∇u|

n dσ,

wherea : R+ → R+ is some given function (the diffusion coefficient function),
the integral over the boundary∂O is taken with respect to the surface measure and
n = n(x) is the outer normal in a pointx ∈ ∂O.

By changing the order of differentiation and integration on the left-hand side,
and by applying the divergence theorem to the integral on the right-hand side, we
obtain ∫

O

∂u
∂t

dx=
∫

O
div

(
a(|∇u|)

∇u
|∇u|

)
dx.

Since this last inequality holds for every arbitrary volumeO ⊂ Ω, we obtain that
the energy densityu satisfies the following partial differential equation:

(1.1)
∂u
∂t
− div

(
a(|∇u|)

∇u
|∇u|

)
= 0.

This is a quite general example of a diffusion equation which appears in heat con-
duction, population dynamics, geometric flows, image analysis,. . . , depending on
the choice for the diffusion coefficienta.

For example, if we choosea(s) = s, then

div
(
a(|∇u|)

∇u
|∇u|

)
= div∇u =: ∆u

is theLaplace operator, and the equation (1.1) is the linear diffusion equation

∂u
∂t
− ∆u = 0.

If the diffusion coefficient is nonlinear but homogeneous, for example ifa(s) =
sp−1 for somep ≥ 1, then

div
(
a(|∇u|)

∇u
|∇u|

)
= div

(
|∇u|p−2∇u

)
=: ∆pu

is the p-Laplace operator, and the equation (1.1) becomes the nonlinear diffusion
equation

∂u
∂t
− ∆pu = 0

involving thep-Laplace operator. Note that the 2-Laplace operator is just the Laplace
operator defined before. This equation will serve as a model problem for nonlinear
diffusion.
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In the applications, other diffusion coefficients appear. For example, the function
a(s) = s

√
1+s2

leads to the nonlinear partial differential equation

∂u
∂t
− div

( ∇u√
1+ |∇u|2

)
= 0

which is related to the mean curvature flow of surfaces, and only slightly different
diffusion coefficients are also used in image analysis.

1.5. Nonlinear elliptic problems. Instead of the time dependent problems from
the previous section, we may also consider the stationary (time-independent) prob-
lems

−∆pu = f in Ω, u = 0 in ∂Ω,

or, more generally,

−div
(
a(|∇u|)

∇u
|∇u|

)
= f in Ω, u = 0 in ∂Ω.

Problem: Prove that for everyf in a certain class of functions there exists a unique
solutionu.

Before solving this problem, one actually has to define the notion ofsolution;
for example, one has to say in which class of functions a solution should live, and in
which sense it solves the PDEs above.

2. The Sobolev spaceW1,p(Ω)

LetΩ ⊂ Rn be an open set. For every functionu ∈ C1(Ω) we define itssupport
by

suppu := {x ∈ Ω : u(x) , 0};

the closure is to be taken inRn. Then we define the space of all compactly supported
C∞ functions, also calledtest functions:

D(Ω) := {u ∈ C∞(Ω) : suppu is compact and contained inΩ}.

Note that the support of test functionsu ∈ D(Ω) is compact (by definition) and
contained in theopensetΩ. As a consequence, for eachu ∈ D(Ω) the support
does not touch (that is, has empty intersection with) the boundary ofΩ. In other
words, every test functionu ∈ D(Ω) vanishes in a neighbnourhood of∂Ω. For every
1 ≤ p < ∞ we define theSobolev space

W1,p(Ω) := {u ∈ Lp(Ω) : ∀1 ≤ i ≤ n∃vi ∈ Lp(Ω)∀ϕ ∈ D(Ω)∫
Ω

u
∂ϕ

∂xi
= −

∫
Ω

viϕ}.

We note that the elementsvi are uniquely determined, if they exist; this has to be
proved, of course, but we omit the proof. We write∂u

∂xi
:= vi and we call∂u

∂xi
theweak

partial derivativeof u with respect toxi.
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We equip the spaceW1,p(Ω) with the norm

‖u‖W1,p :=
(
‖u‖pLp +

n∑
i=1

‖
∂u
∂xi
‖

p
Lp

) 1
p .

Then the spaceW1,p(Ω) is a Banach space.
We further define the subspace

W1,p
0 (Ω) := D(Ω)

‖·‖W1,p
.

WheneverX is a Banach space, we denote byX′ its dual space, which is the
space

X′ := {x′ : X→ R : x′ is linear and continuous}.

It is equipped with the norm

‖x′‖X′ := sup
‖x‖X≤1

|x′(x)|.

Instead ofx′(x) we will also write〈x′, x〉X′,X.
The dual space ofW1,p

0 (Ω) is denoted byW−1,p′(Ω) with p′ = p
p−1, that is

W1,p
0 (Ω)′ =: W−1,p′(Ω).

For everyu ∈ Lp′(Ω) and every 1≤ i ≤ n we define theweak partial derivative
∂u
∂xi

as an element inW−1,p′(Ω) by

〈
∂u
∂xi
, v〉W−1,p′ ,W1,p := −

∫
Ω

u
∂v
∂xi

dx.

L 2.1. For every1 ≤ p < ∞, the operators

∂

∂xi
: W1,p(Ω) → Lp(Ω),

u 7→
∂u
∂xi
,

and

∂

∂xi
: Lp′(Ω) → W−1,p′(Ω),

u 7→
∂u
∂xi

are linear and continuous.

P. The two operators are clearly linear. For the first operator, one has

‖
∂u
∂xi
‖Lp ≤ ‖u‖W1,p,
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by the definition of the norm inW1,p. For the second operator, one calculates, using
Hölder’s inequality,

‖
∂u
∂xi
‖W−1,p′ = sup

‖v‖
W

1,p
0
≤1
|〈
∂u
∂xi
, v〉W−1,p′ ,W1,p

0
|

= sup
‖v‖

W
1,p
0
≤1
|

∫
u
∂v
∂xi
|

≤ sup
‖v‖

W
1,p
0
≤1
‖u‖Lp′ ‖

∂v
∂xi
‖Lp

≤ ‖u‖Lp′ .

Hence, both operators are continuous. �

The following lemma is an immediate consequence of the preceding lemma.

L 2.2. For every1 ≤ p < ∞, the operators

div : W1,p(Ω)n → Lp(Ω),

u = (ui) 7→
∑

i

∂ui

∂xi
,

and

div : Lp′(Ω)n → W−1,p′(Ω),

u = (ui) 7→
∑

i

∂ui

∂xi

are linear and continuous.

The following theorem, Poincaré’s inequality, will be frequently used in the se-
quel. We state it without proof.

T 2.3 (Poincaŕe inequality).LetΩ ⊂ Rn be aboundeddomain, and let
1 ≤ p < ∞. Then there exists a constant C≥ 0 such that∫

Ω

|u|p ≤ Cp

∫
Ω

|∇u|p for every u∈W1,p
0 (Ω).

We note that the Poincaré inequality implies that

‖u‖ :=

(∫
Ω

|∇u|p
) 1

p

defines an equivalent norm onW1,p
0 (Ω) if Ω ⊂ Rn is bounded. Clearly,

‖u‖ ≤ ‖u‖W1,p
0

for everyu ∈W1,p
0 ,
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by the definition of the norm inW1,p. On the other hand,

‖u‖W1,p
0
≤ C (‖u‖Lp + ‖∇u‖Lp)

≤ C ‖∇u‖Lp = C ‖u‖,

by the Poincaŕe inequality.

We also state the following two theorems without proof.

T 2.4 (Sobolev embedding theorem).LetΩ ⊂ Rn be an open set with C1

boundary. Let1 ≤ p ≤ ∞ and define

p∗ :=


np

n−p if 1 ≤ p < n

∞ if n < p,

and if p= n, then p∗ ∈ [1,∞). Then, for every p≤ q ≤ p∗ we have

W1,p(Ω) ⊂ Lq(Ω)

with continuous embedding, that is, there exists C= C(p,q) ≥ 0 such that

‖u‖Lq ≤ C ‖u‖W1,p for every u∈W1,p(Ω).

T 2.5 (Rellich-Kondrachov).Let Ω ⊂ Rn be an open and bounded set
with C1 boundary. Let1 ≤ p ≤ ∞ and define p∗ as in the Sobolev embedding
theorem. Then, for every p≤ q < ∞ the embedding

W1,p(Ω) ⊂ Lq(Ω)

is compact, that is, every bounded sequence in W1,p(Ω) has a subsequence which
converges in Lq(Ω).

3. * The p-Laplace operator

Let Ω ⊂ Rn be an open set. Thep-Laplace operator (p ≥ 1) is the partial
differential operator which to every functionu : Ω→ R assigns the function

∆pu(x) := div
(
|∇u(x)|p−2∇u(x)

)
, x ∈ Ω.

We simply write∆ instead of∆2 and call the 2-Laplace operator simply Laplace op-
erator.

In the following, we will realize thep-Laplace operator as an abstract operator
between two Banach spaces and use functional analytic methods in order to solve el-
liptic and parabolic PDEs involving thep-Laplace operator. We will see that several
abstract methods will apply.

D 3.1 (p-Laplace operator). Let 1≤ p < ∞, and letΩ ⊂ Rn be an open
set. We define theDirichlet p-Laplace operatoronΩ to be the operator

∆Ωp : W1,p
0 (Ω) → W−1,p′(Ω),

u 7→ ∆Ωp u := div (|∇u|p−2∇u).



3. * THE p-LAPLACE OPERATOR 11

L 3.2. The Dirichlet p-Laplace operator is well defined and continuous.
Moreover, there exist constants C≥ 0, η > 0 such that for every u∈W1,p

0 (Ω)

‖∆Ωp u‖W−1,p′ ≤ C ‖u‖p−1
W1,p

and
− 〈∆Ωp u,u〉W−1,p′ ,W1,p

0
≥ η ‖∇u‖pLp.

P. The operator

div : Lp′(Ω)n → W−1,p′(Ω),

u = (ui) 7→ div u :=
n∑

i=1

∂ui

∂xi

is linear and continuous by Lemma 2.2, and∆Ωp is the composition of the operator

D : W1,p
0 (Ω) → Lp′(Ω)n,

u 7→ |∇u|p−2∇u,

and the operator div. We show that the operatorD is well defined and continuous.
First of all, for everyu ∈W1,p

0 (Ω)∫
Ω

|Du|p
′

=

∫
Ω

|∇u|(p−1)p′ =

∫
Ω

|∇u|p < ∞,

which implies thatD is well defined. So it remains to show thatD is continuous.
Let (un) ⊂ W1,p

0 (Ω) be converging to someu ∈ W1,p
0 (Ω). Then∇un → ∇u in

Lp(Ω)n. For every convergent sequence inLp, we find a subsequence which con-
verges almost everywhere and which is dominated by some function inLp, that
is, after passing to a subsequence (!) which we denote again by (un), we have
∇un → ∇u almost everywhere and|∇un| ≤ g for someg ∈ Lp(Ω) and alln. Hence,
|∇un|

p−2∇un → |∇u|p−2∇u almost everywhere, and|∇un|
p−1 ≤ gp−1 ∈ L

p
p−1 (Ω) =

Lp′(Ω) for every n. By Lebesgue’s dominated convergence theorem, this implies
|∇un|

p−2∇un→ |∇u|p−2∇u in Lp′(Ω).
We have thus shown that for every convergent sequence (un) ⊂W1,p(Ω), un→ u,

we find a subsequence (again denoted by (un)) such thatDun → Du in Lp′(Ω).
This implies thatD is continuous, as the following short argument by contradiction
shows. Assume thatD is not continous. Then there exists a convergent sequence
(un) ⊂ W1,p(Ω), un → u, such that (Dun) does not converge toDu in Lp(Ω). The
property that (Dun) does not converge toDu means that there exists a subsequence
of (un) (which we denote again by (un)) and someε > 0 such that

‖Dun − Du‖Lp′ ≥ ε for everyn.

But the subsequence (un) is still convergent tou, and by what has been said before,
there exists again a subsequence (again denoted by (un)) such thatDun → Du in
Lp′(Ω), a contradition to the estimate above. Hence, the assumption thatD is not
continuous must be false, and thereforeD is continuous.
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It remains to show the two estimates. First of all,

‖∆Ωp u‖W−1,p′ = sup
‖v‖

W
1,p
0
≤1
|〈∆Ωp u, v〉W−1,p′ ,W1,p

0
|

= sup
‖v‖

W
1,p
0
≤1

∣∣∣ ∫
Ω

|∇u|p−2∇u∇v
∣∣∣

≤ sup
‖v‖

W
1,p
0
≤1
‖∇u‖p−1

Lp ‖∇v‖Lp

≤ ‖∇u‖p−1
Lp

≤ ‖u‖p−1
W1,p.

Secondly,

− 〈∆Ωp u,u〉W−1,p′ ,W1,p
0
=

∫
Ω

|∇u|p,

and the claim is completely proved. �

The following theorem shows that the (negative)p-Laplace operator is the
Fréchet derivative of a strictly convex functional onW1,p

0 (Ω).

T 3.3. Let 1 ≤ p < ∞, and letΩ ⊂ Rn be an open set. Consider the
function

E : W1,p
0 (Ω) → R,

u 7→
1
p

∫
Ω

|∇u|p.

Then E∈ C1(W1,p
0 (Ω)) is strictly convex and

E′(u)v =
∫
Ω

|∇u|p−2∇u∇v

= 〈−∆Ωp u, v〉W−1,p′ ,W1,p
0

for every u, v ∈W1,p
0 (Ω).

P. We consider the function

| · | : W1,p
0 (Ω) → R,

u 7→ |u| :=
( ∫
Ω

|∇u|p
) 1

p ,

which is a semi-norm onW1,p
0 (Ω). This means that it satisfies all the properties of a

norm except the implication|u| = 0 ⇒ u = 0 which is not true in general.
In particular, for everyu, v ∈W1,p

0 (Ω), the triangle inequality

|u+ v| ≤ |u| + |v|

is true, and this implies the triangle inequality from above

|u− v| ≥
∣∣∣|u| − |v|∣∣∣.
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This triangle inequality from above implies, that ifun→ u in W1,p
0 (Ω), then

0← ‖un − u‖W1,p ≥ |un − u| ≥
∣∣∣|un| − |u|

∣∣∣,
and hence the application| · | is continuous. Moreover, for everyu, v ∈ W1,p

0 (Ω) and
everyt ∈ [0,1] the triangle inequality implies

|tu+ (1− t)v| ≤ t|u| + (1− t)|v|,

so that| · | is also convex.
Since the functionR+ → R, s 7→ 1

psp is continuous, increasing and convex,
and sinceE is the composition of| · | with this latter function, we obtain thatE is
continuous and convex.

Next, we note that for everyu ∈W1,p
0 (Ω) the operator

Tu : W1,p
0 (Ω) → R,

h 7→ Th=
∫
Ω

|∇u|p−2∇u∇h

is well defined, linear and continuous. Moreover, one can show that for everyu ∈
W1,p

0 (Ω)

lim
‖h‖

W
1,p
0
→0

E(u+ h) − E(u) − Tuh
‖h‖W1,p

0

= 0.

In fact, this equality is a consequence of the differentiability of the functionRn →

R, x → |x|p, where now| · | denotes the euclidean norm, and several convergence
theorems from measure and integration theory; we omit the detailed proof.

This last equality implies, by definition, that the functionE is differentiable and
E′(u) = Tu, that is,

E′(u)ϕ =
∫
Ω

|∇u|p−2∇u∇ϕ for everyu, ϕ ∈W1,p
0 (Ω).

Hence, if p ≥ 2 and ifΩ ⊂ Rn is bounded, then, for everyu ∈ W1,p
0 (Ω) one has

E′(u) = −∆Ωp u, or simply E′ = −∆Ωp . Since, by Lemma 3.2, the operator∆Ωp is
continuous, we obtain that the functionE is C1 in this case. In the general case, that
is, for 1≤ p < ∞ andΩ ⊂ Rn open, the continuity ofE′ is proved as in Lemma 3.2.

In order to prove strict convexity ofE, let u, v ∈W1,p
0 (Ω), u , v and lett ∈ (0,1).

Then ... �





CHAPTER 2

Minimization of convex functions

In the following,X denotes a Banach space with norm‖ · ‖. The space

X′ := {x′ : X→ K : x′ is linear and bounded}

is thedual spaceof X, that is, the space of all linear and bounded functionals onX.
The dual spaceX′ is a Banach space for the norm

(0.1) ‖x′‖ := sup
x∈X
‖x‖≤1

|x′(x)|.

1. Reflexive Banach spaces

The following theorem, one version of the Hahn-Banach theorem, is standard in
any functional analysis course and it will not be proved here.

T 1.1 (Hahn-Banach; extension of bounded functionals).Let X be a
normed space and U⊂ X a linear subspace. Then for every bounded linear
u′ : U → K there exists a bounded linear extension x′ : X → K (i.e. x′|U = u′)
such that‖x′‖ = ‖u′‖.

C 1.2. If X is a normed space, then for every x∈ X \ {0} there exists
x′ ∈ X′ such that

‖x′‖ = 1 and x′(x) = ‖x‖.

P. By the Hahn-Banach theorem (Theorem 1.1), there exists an extension
x′ ∈ X′ of the functionalu′ : span{x} → K defined byu′(λx) = λ‖x‖ such that
‖x′‖ = ‖u′‖ = 1. �

C 1.3. If X is a normed space, then for every x∈ X

(1.1) ‖x‖ = sup
x′∈X′
‖x′‖≤1

|x′(x)|.

P. For everyx′ ∈ X′ with ‖x′‖ ≤ 1 one has

|x′(x)| ≤ ‖x′‖ ‖x‖ ≤ ‖x‖,

which proves one of the required inequalities. The other inequality follows from
Corollary 1.2. �

R 1.4. The equality (1.1) should be compared to the definition (0.1) of the
norm of an elementx′ ∈ X′.

15
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From now on, it will be convenient to use the following notation. Given a normed
spaceX and elementsx ∈ X, x′ ∈ X′, we write

〈x′, x〉 := 〈x′, x〉X′×X := x′(x).

For the bracket〈·, ·〉, we note the following properties. The function

〈·, ·〉 : X′ × X → K,

(x′, x) 7→ 〈x′, x〉 = x′(x)

is bilinear and for everyx′ ∈ X′, x ∈ X,

|〈x′, x〉| ≤ ‖x′‖ ‖x‖.

The bracket〈·, ·〉 thus appeals to the notion of the scalar product on inner product
spaces, and the last inequality appeals to the Cauchy-Schwarz inequality, but note,
however, that the bracket isnot a scalar product since it is defined on a pair of two
different spaces. Moreover, even ifX = H is a complex Hilbert space, then the
bracket differs from the scalar product in that it is bilinear instead of sesquilinear.

C 1.5. Let X be a normed space, U⊂ X a closed linear subspace and
x ∈ X \ U. Then there exists x′ ∈ X′ such that

〈x′, x〉 , 0 and〈x′,u〉 = 0 for every u∈ U.

P. Let π : X → X/U be the quotient map (π(x) = x+ U). Sincex < U, we
haveπ(x) , 0. By Corollary 1.2, there existsϕ ∈ (X/U)′ such that〈ϕ, π(x)〉 , 0.
Thenx′ := ϕ ◦ π ∈ X′ is a desired functional we are looking for. �

C 1.6. If X is a normed space such that X′ is separable, then X is
separable, too.

P. Let D′ = {x′n : n ∈ N} be a dense subset of the unit sphere ofX′. For
everyn ∈ N we choose an elementxn ∈ X such that‖xn‖ ≤ 1 and|〈x′n, xn〉| ≥

1
2. We

claim thatD := span{xn : n ∈ N} is dense inX. If this was not true, i.e. ifD̄ , X,
then, by Corollary 1.5, we find an elementx′ ∈ X′ \ {0} such thatx′(xn) = 0 for every
n ∈ N. We may without loss of generality assume that‖x′‖ = 1. SinceD′ is dense in
the unit sphere ofX′, we findn0 ∈ N such that‖x′ − x′n0

‖ ≤ 1
4. But then

1
2
≤ |〈x′n0

, xn0〉| = |〈x
′
n0
− x′, xn0〉| ≤ ‖x

′
n0
− x′‖ ‖xn0‖ ≤

1
4
,

which is a contradiction. Hence,̄D = X andX is separable. �

Given a normed spaceX, we call

X′′ := (X′)′

thebidualof X.

L 1.7. Let X be a normed space. Then the mapping

J : X → X′′,

x 7→ (x′ 7→ 〈x′, x〉),



1. REFLEXIVE BANACH SPACES 17

is well defined and isometric.

P. The linearity ofx′ 7→ 〈x′, x〉 is clear, and from the inequality

|Jx(x′)| = |〈x′, x〉| ≤ ‖x′‖ ‖x‖,

follows that Jx ∈ X′′ (i.e. J is well defined) and‖Jx‖ ≤ ‖x‖. The fact thatJ is
isometric follows from Corollary 1.2. �

D 1.8. A Banach spaceX is called reflexive if the isometryJ from
Lemma 1.7 is surjective, i.e. ifJX = X′′. In other words: a normed spaceX is
reflexive if for everyx′′ ∈ X′′ there existsx ∈ X such that

〈x′′, x′〉 = 〈x′, x〉 for all x′ ∈ X′.

R 1.9. It may happen that the spacesX andX′′ are isomorphic withoutX
being reflexive (the example of such a Banach space is however quite involved). We
emphasize that reflexivity means that the special operatorJ is an isomorphism.

L 1.10. Every Hilbert space is reflexive.

P. By the Theorem of Riesz-Fréchet, we may identifyH with its dualH′

and thus alsoH with its bidualH′′. The identification is done via the scalar product.
It should be noted, however, that for complex Hilbert spaces, the identification ofH
with its dualH′ is only antilinear, but after the second identification (H′ with H′′) it
turns out that the identification ofH with H′′ is linear.

It is finally an exercise to show that this identification ofH with H′′ coincides
with the mappingJ from Lemma 1.7. �

L 1.11. Every finite dimensional Banach space is reflexive.

P. It suffices to remark that ifX is finite dimensional, then

dimX = dimX′ = dimX′′ < ∞.

Surjectivity of the mappingJ (which is always injective) thus follows from linear
algebra. �

T 1.12. The space Lp(Ω) is reflexive if1 < p < ∞ ((Ω,A, µ) being an
arbitrary measure space).

L 1.13. The spaces l1, L1(Ω) (Ω ⊂ RN) and C([0,1]) are not reflexive.

P. For everyt ∈ [0,1], let δt ∈ C([0,1])′ be defined by

〈δt, f 〉 := f (t), f ∈ C([0,1]).

Then‖δt‖ = 1 and whenevert , s, then

‖δt − δs‖ = 2.

In particular, the uncountably many ballsB(δt, 1
2) (t ∈ [0,1]) are mutually disjoint so

thatC([0,1])′ is not separable.
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Now, if C([0,1]) were reflexive, thenC([0,1])′′ = C([0,1]) would be separable
(sinceC([0,1]) is separable), and then, by Corollary 1.6,C([0,1])′ would be sepa-
rable; a contradiction to what has been said before. This proves thatC([0,1]) is not
reflexive.

The cases ofl1 andL1(Ω) are proved similarly. They are separable Banach spaces
with nonseparable dual. �

T 1.14. Every closed subspace of a reflexive Banach space is reflexive.

P. Let X be a reflexive Banach space, and letU ⊂ X be a closed subspace.
Let u′′ ∈ U′′. Then the mappingx′′ : X′ → K defined by

〈x′′, x′〉 = 〈u′′, x′|U〉, x′ ∈ X′,

is linear and bounded, i.e.x′′ ∈ X′′. By reflexivity of X, there existsx ∈ X such that

(1.2) 〈x′, x〉 = 〈u′′, x′|U〉, x′ ∈ X′.

Assume thatx < U. Then, by Corollary 1.3, there existsx′ ∈ X′ such thatx′|U = 0
and〈x′, x〉 , 0; a contradiction to the last equality. Hence,x ∈ U. We need to show
that

(1.3) 〈u′′,u′〉 = 〈u′, x〉,∀u′ ∈ U′.

However, ifu′ ∈ U′, then, by Hahn-Banach we can choose an extensionx′ ∈ X′, i.e.
x′|U = u′. The equation (1.3) thus follows from (1.2). �

C 1.15. The Sobolev spaces Wk,p(Ω) (Ω ⊂ RN open) are reflexive if
1 < p < ∞, k ∈ N.

P. For example, fork = 1, the operator

T : W1,p(Ω) → Lp(Ω)1+N,

u 7→ (u,
∂u
∂x1
, . . . ,

∂u
∂xN

),

is isometric, so that we may considerW1,p(Ω) as a closed subspace ofLp(Ω)1+N

which is reflexive by Theorem 1.12. The claim follows from Theorem 1.14. �

C 1.16. A Banach space is reflexive if and only if its dual is reflexive.

P. Assume that the Banach spaceX is reflexive. Letx′′′ ∈ X′′′ (the tridual!).
Then the mappingx′ : X→ K defined by

〈x′, x〉 := 〈x′′′, JX(x)〉, x ∈ X,

is linear and bounded, i.e.x′ ∈ X′ (hereJX denotes the isometryX → X′′). Let
x′′ ∈ X′′ be arbitrary. SinceX is reflexive, there existsx ∈ X such thatJXx = x′′.
Hence,

〈x′′′, x′′〉 = 〈x′′′, JXx〉 = 〈x′, x〉 = 〈x′′, x′〉,

which proves thatJX′x′ = x′′′, i.e. the isometryJX′ : X′ → X′′′ is surjective. Hence,
X′ is reflexive.
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On the other hand, assume thatX′ is reflexive. ThenX′′ is reflexive by the
preceeding argument, and thereforeX (considered as a closed subspace ofX′′ via
the isometryJ) is reflexive by Theorem 1.14. �

D 1.17. LetX be a normed space. We say that a sequence (xn) ⊂ X
converges weaklyto somex ∈ X if

lim
n→∞
〈x′, xn〉 = 〈x

′, x〉 for everyx′ ∈ X′.

Notations: if (xn) converges weakly tox, then we writexn ⇀ x, w− limn→∞ xn = x,
xn→ x in σ(X,X′), or xn→ x weakly.

T 1.18. In a reflexive Banach space every bounded sequence admits a
weakly convergent subsequence.

P. Let (xn) be a bounded sequence in a reflexive Banach spaceX. We first
assume thatX is separable. ThenX′′ is separable by reflexivity, andX′ is separable
by Corollary 1.6. Let (x′m) ⊂ X′ be a dense sequence.

Since (〈x′1, xn〉) is bounded by the boundedness of (xn), there exists a subsequence
(xϕ1(n)) of (xn) (ϕ1 : N→ N is increasing, unbounded) such that

lim
n→∞
〈x′1, xϕ1(n)〉 exists.

Similarly, there exists a subsequence (xϕ2(n)) of (xϕ1(n)) such that

lim
n→∞
〈x′2, xϕ2(n)〉 exists.

Note that for this subsequence, we also have that

lim
n→∞
〈x′1, xϕ2(n)〉 exists.

Iterating this argument, we find a subsequence (xϕ3(n)) of (xϕ2(n)) and finally for
everym ∈ N, m≥ 2, a subsequence (xϕm(n)) of (xϕm−1(n)) such that

lim
n→∞
〈x′j , xϕm(n)〉 exists for every 1≤ j ≤ m.

Let (yn) := (xϕn(n)) be the ’diagonal sequence’. Then (yn) is a subsequence of (xn)
and

lim
n→∞
〈x′m, yn〉 exists for everym ∈ N.

Let x′ ∈ X′ be arbitrary, and letε > 0. Since{x′m : m ∈ N} is dense inX′, there
existsm ∈ N such that

‖x′ − x′m‖ ≤ ε.

Then there existsn0 ∈ N such that for everyµ, ν ≥ n0

|〈x′m, yµ − yν〉| ≤ ε.

Hence, for everyµ, ν ≥ n0,

|〈x′, yµ − yν〉| ≤ |〈x′ − x′m, yµ − yν〉| + |〈x
′
m, yµ − yν〉|

≤ ε(2M + 1),
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whereM = supn ‖yn‖ < ∞ is independent ofε, µ andν. As a consequence,

〈x′′, x′〉 := lim
n→∞
〈x′, yn〉 exists for everyx′ ∈ X′,

andx′′ is a bounded linear functional onX′.
SinceX is reflexive, there existsx ∈ X such thatJx= x′′. For thisx, we have by

definition ofJ
lim
n→∞
〈x′, yn〉 = 〈x

′, x〉 exists for everyx′ ∈ X′,

i.e. (yn) converges weakly tox.
If X is not separable as we first assumed, then one may replaceX by X̃ :=

span{xn : n ∈ N} which is separable. By the above, there existsx ∈ X̃ and a
subsequence of (xn) (which we denote again by (xn)) such that for every ˜x′ ∈ X̃′,

lim
n→∞
〈x̃′, xn〉 = 〈x̃

′, x〉,

i.e. (xn) converges weakly iñX. If x′ ∈ X′, thenx′|X̃ ∈ X̃′, and it follows easily that
the sequence (xn) also converges weakly inX to the elementx. �

2. Main theorem

We start by stating a second version of the Hahn-Banach theorem. We will not
prove this theorem. We only recall that a subsetK of a Banach spaceX is convexif
for everyx, y ∈ K and everyt ∈ [0,1] one hastx+ (1− t)y ∈ K.

T 2.1 (Hahn-Banach; separation of convex sets).Let X be a Banach
space, K⊂ X a closed, nonempty, convex subset, and x0 ∈ X \ K. Then there
exists x′ ∈ X′ andε > 0 such that

Re〈x′, x〉 + ε ≤ Re〈x′, x0〉, x ∈ K.

C 2.2. Let X be a Banach space and K⊂ X a closed, convex subset
(closed for the norm topology). If(xn) ⊂ K converges weakly to some x∈ X, then
x ∈ K.

P. Assume the contrary, i.e.x < K. By the Hahn-Banach theorem (Theorem
2.1), there existx′ ∈ X′ andε > 0 such that

Re〈x′, xn〉 + ε ≤ Re〈x′, x〉 for everyn ∈ N,

a contradiction to the assumption thatxn⇀ x. �

A function f : K → R ∪ {+∞} on a convex subsetK of a Banach spaceX is
calledconvexif for every x, y ∈ K, and everyt ∈ [0,1],

(2.1) f (tx+ (1− t)y) ≤ t f (x) + (1− t) f (y).

Let K ⊂ X be an arbitrary subset of a Banach space. A functionf : K →
R ∪ {+∞} is calledlower semicontinuousif for every sequence (xn) ⊂ K and every
x ∈ K one has

x = lim
n→∞

xn ⇒ f (x) ≤ lim inf
n→∞

f (xn).



2. MAIN THEOREM 21

L 2.3. A function f : K → R∪ {+∞} is lower semicontinuous if and only if
for every c∈ R the set{x ∈ K : f (x) ≤ x} is closed in K.

P. Assume first thatf is lower semicontinuous. Letc ∈ R and letKc := {x ∈
K : f (x) ≤ c}. Let (xn) ⊂ Kc be a convergent sequence such thatx = limn→∞ xn ∈ K.
Then, by lower semicontinuity,

f (x) ≤ lim inf
n→∞

f (xn) ≤ c,

so thatx ∈ Kc. Hence,Kc is closed inK.
Assume now thatKc := {x ∈ K : f (x) ≤ c} is closed for everyc ∈ R. Let

(xn) ⊂ K be a convergent sequence such thatx = limn→∞ xn ∈ K. We have to show
that f (x) ≤ lim inf n→∞ f (xn) =: c. If this inequality was not true then there exists
ε > 0 such that

f (x) ≥ lim inf
n→∞

f (xn) + ε = c+ ε.

In addition, there exists a subsequence (xnk) of (xn) such that limk→∞ f (xnk) = c. This
means thatxnk ∈ Kc+ ε2

for all k large enough. Sincexnk → x and sinceKc+ ε2
is closed

in K, this impliesx ∈ Kc+ ε2
, or, equivalently,

f (x) ≤ c+
ε

2
,

which is a contradiction to the above inequality. Hence, we have shown thatf is
lower semicontinuous. �

C 2.4. Let X be a Banach space, K⊂ X a closed, convex subset, and
f : K → R ∪ {+∞} a lower semicontinuous, convex function. If(xn) ⊂ K converges
weakly to x∈ K, then

f (x) ≤ lim inf
n→∞

f (xn).

P. For everyc ∈ R, the setKc := {x ∈ K : f (x) ≤ c} is closed (by lower
semicontinuity of f and by Lemma 2.3) and convex (by convexity off ). After
extracting a subsequence, if necessary, we may assume thatc := lim inf n→∞ f (xn) =
limn→∞ f (xn). Then for everyε > 0 the sequence (xn) is eventually inKc+ε, i.e.
except for finitely manyxn, the sequence (xn) lies in Kc+ε. Hence, by Corollary 2.2,
x ∈ Kc+ε, which means thatf (x) ≤ c + ε. Sinceε > 0 was arbitrary, the claim
follows. �

T 2.5. Let X be a reflexive Banach space, K⊂ X a closed, convex,
nonempty subset, and f: K → R ∪ {+∞} a lower semicontinuous, convex func-
tion such that

lim
‖x‖→∞

x∈K

f (x) = +∞ (weak coercivity).

Then there exists x0 ∈ K such that

f (x0) = inf { f (x) : x ∈ K} > −∞.
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P. Let (xn) ⊂ K be such that limn→∞ f (xn) = inf { f (x) : x ∈ K}. By the
coercivity assumption onf , the sequence (xn) is bounded. SinceX is reflexive, there
exists a weakly convergent subsequence (Theorem 1.18); we denote byx0 the limit.
By Corollary 2.2,x0 ∈ K. By Corollary 2.4,

f (x0) ≤ lim
n→∞

f (xn) = inf { f (x) : x ∈ K}.

The claim is proved. �

3. * Nonlinear elliptic problems I

Let Ω ⊂ Rn be a bounded open set and letp ≥ 2. Let f : Ω → R be some
function inL2(Ω). We consider the nonlinear elliptic boundary value problem

(3.1)

 −∆pu(x) = f (x), x ∈ Ω,

u(x) = 0, x ∈ ∂Ω.

We call a functionu ∈W1,p
0 (Ω) aweak solutionof this problem if

(3.2)
∫
Ω

|∇u|p−2∇u∇ϕ =
∫
Ω

fϕ for everyϕ ∈ C1
c(Ω).

Note thatu ∈W1,p
0 (Ω) is a weak solution of (3.1) if and only if−∆Ωp u = f , where∆Ωp

is thep-Laplace operator defined in Chapter 1, Section 3.

In the following lemma, we give another characterization and we will see that
u ∈W1,p

0 (Ω) is a weak solution of (3.1) if and only ifu is a critical point of some real
valuedenergy function.

L 3.1. LetΩ ⊂ Rn be an open set,1 ≤ p < ∞, and define

E : W1,p
0 (Ω) → R,

u 7→ E(u) :=
1
p

∫
Ω

|∇u|p −
∫
Ω

f u.

Then the function E∈ C1, and u∈ W1,p
0 (Ω) is a weak solution of(3.1) if and only if

E′(u) = 0.

P. We have already proved in Theorem 3.3 (Chapter 1), that the function
W1,p

0 (Ω)→ R, u 7→ 1
p

∫
Ω
|∇u|p is continuously differentiable. Moreover, the function

u 7→
∫
Ω

f u is bounded and linear, and therefore continuously differentiable. By
Theorem 3.3 in Chapter 1, we have

E′(u)ϕ =
∫
Ω

|∇u|p−2∇u∇ϕ −
∫
Ω

fϕ for everyu, ϕ ∈W1,p
0 (Ω),

so thatu ∈W1,p
0 (Ω) is a weak solution of (3.1) if and only ifE′(u) = 0. �

T 3.2. LetΩ ⊂ Rn be bounded and open, and let p≥ 2. Then for every
f ∈ L2(Ω) there exists a unique weak solution u∈W1,p

0 (Ω) of the problem(3.1).
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P. Existence:By Lemma 3.1, it suffices to prove that the functionE ∈ C1

defined in Lemma 3.1 is convex and weakly coercive. In fact, thenE has a global
minimumu by Theorem 2.5. For this global minimum one hasE′(u) = 0 and there-
foreu is a weak solution of (3.1) by Lemma 3.1.

Since every linear function is convex, convexity ofE follows from Theorem 3.3
in Chapter 1.

By the Poincaŕe inequality, and by the Cauchy-Schwarz inequality,

E(u) ≥
1

2p

∫
Ω

|∇u|p +
1

2pCp

∫
Ω

|u|p − ‖ f ‖2 ‖u‖2

≥ η ‖u‖p
W1,p

0

− ‖ f ‖2‖u‖W1,p
0

= ‖u‖W1,p
0

(η ‖u‖p−1

W1,p
0

− ‖ f ‖2).

Sincep > 1, this implies
lim

‖u‖
W

1,p
0
→∞

E(u) = ∞,

that is,E is weakly coercive. Since the spaceW1,p
0 (Ω) is reflexive, by Theorem 2.5

about the minimization of convex functions, there existsu ∈W1,p
0 (Ω) such that

u = inf
W1,p

0

E,

that is,u is a global minimum. Since every local (or global) minimum ofE is a
critical point ofE, we have thus proved existence of a weak solution of (3.1).

Uniqueness:Assume thatv ∈ W1,p
0 (Ω) is a second weak solution. ThenE′(v) =

E′(u) = 0. SinceE is in addition convex, we obtain that the functionf : [0,1]→ R,
f (t) = E(tu+ (1− t)u) is convex andf ′(0) = f ′(1) = 0. Hence,f ′(t) = 0 for every
t ∈ [0,1] (the derivative of a convex function is increasing), so thatf is constant.
Hence,v is also a global minimum ofE. If u , v, then the strict convexity ofE (!!)
implies

E(
u+ v

2
) <

E(u) + E(v)
2

= inf E,

which is a contradiction. Hence, we must haveu = v. �

4. * The von Neumann minimax theorem

In the following theorem, we call a functionf : K → R on a convex subsetK of
a Banach spaceX concaveif − f is convex, or, equivalently, if for everyx, y ∈ K and
everyt ∈ [0,1],

(4.1) f (tx+ (1− t)y) ≥ t f (x) + (1− t) f (y).

A function f : K → R is calledstrictly convex(resp.strictly concave) if for every x,
y ∈ K, x , y, f (x) = f (y) the inequality in (2.1) (resp. (4.1)) is strict fort ∈ (0,1).
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T 4.1 (von Neumann).Let K and L be two closed, bounded, nonempty,
convex subsets of reflexive Banach spaces X and Y, respectively. Let f: K × L→ R
be a continuous function such that

x 7→ f (x, y) is strictly convex for every y∈ L, and

y 7→ f (x, y) is concave for every x∈ K.

Then there exists(x̄, ȳ) ∈ K × L such that

(4.2) f (x̄, y) ≤ f (x̄, ȳ) ≤ f (x, ȳ) for every x∈ K, y ∈ L.

R 4.2. A point (x̄, ȳ) ∈ K × L satisfying (4.2) is called asaddle pointof f .
A saddle point is a point ofequilibrium in a two-person zero-sum game in the

following sense: If the player controlling the strategyx modifies his strategy when
the second player plays ¯y, he increases his loss; hence, it is his interest to play ¯x.
Similarly, if the player controlling the strategyy modifies his strategy when the first
player plays ¯x, he diminishes his gain; thus it is in his interest to play ¯y. This property
of equilibrium of saddle points justifies their use as a (reasonable) solution in a two-
person zero-sum game ([3]).

P. Define the functionF : L → R by F(y) := inf x∈K f (x, y) (y ∈ L). By
Theorem 2.5, for everyy ∈ L there existsx ∈ K such thatF(y) = f (x, y). By strict
convexity, this elementx is uniquely determined. We denotex := Φ(y) and thus
obtain

(4.3) F(y) = inf
x∈K

f (x, y) = f (Φ(y), y), y ∈ L.

By concavity of the functiony 7→ f (x, y) and by the definition ofF, for everyy1,
y2 ∈ L and everyt ∈ [0,1],

F(ty1 + (1− t)y2) = f (Φ(ty1 + (1− t)y2), ty1 + (1− t)y2)

≥ t f (Φ(ty1 + (1− t)y2), y1) + (1− t) f (Φ(ty1 + (1− t)y2), y2)

≥ t F(y1) + (1− t) F(y2),

so thatF is concave. Moreover,F is upper semicontinuous: let (yn) ⊂ L be conver-
gent toy ∈ L. For everyx ∈ K and everyn ∈ N one hasF(yn) ≤ f (x, yn), and taking
the limes superior on both sides, we obtain, by continuity off ,

lim sup
n→∞

F(yn) ≤ lim sup
n→∞

f (x, yn) = f (x, y).

Sincex ∈ K was arbitrary, this inequality implies lim supn→∞ F(yn) ≤ F(y), i.e. F is
upper semicontinuous.

By Theorem 2.5 (applied to−F), there exists ¯y ∈ L such that

f (Φ(ȳ), ȳ) = F(ȳ) = sup
y∈L

F(y).

We put x̄ = Φ(ȳ) and show that ( ¯x, ȳ) is a saddle point. Clearly, for everyx ∈ K,

(4.4) f (x̄, ȳ) ≤ f (x, ȳ).
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Therefore it remains to show that for everyy ∈ L,

(4.5) f (x̄, ȳ) ≥ f (x̄, y).

Let y ∈ L be arbitrary and putyn := (1 − 1
n)ȳ + 1

ny and xn = Φ(yn). Then, by
concavity,

F(ȳ) ≥ F(yn) = f (xn, yn)

≥ (1−
1
n

) f (xn, ȳ) +
1
n

f (xn, y)

≥ (1−
1
n

)F(ȳ) +
1
n

f (xn, y),

or
F(ȳ) ≥ f (xn, y) for everyn ∈ N.

SinceK is bounded and closed, the sequence (xn) ⊂ K has a weakly convergent
subsequence which converges to some elementx0 ∈ K (Theorem 1.18 and Corollary
2.2). By the preceeding inequality and Corollary 2.4,

F(ȳ) ≥ f (x0, y).

This is just the remaining inequality (4.5) if we can prove thatx0 = x̄. By concavity,
for everyx ∈ K and everyn ∈ N,

f (x, yn) ≥ f (xn, yn)

≥ (1−
1
n

) f (xn, ȳ) +
1
n

f (xn, y)

≥ (1−
1
n

) f (xn, ȳ) +
1
n

F(y).

Letting n → ∞ in this inequality and using Corollary 2.4 again, we obtain that for
everyx ∈ K,

f (x, ȳ) ≥ f (x0, ȳ).

Hence,x0 = Φ(ȳ) = x̄ and the theorem is proved. �

5. * The brachistochrone problem

The following problem was asked by Johann Bernoulli in 1696:

For given two pointsA and B in a vertical plane, find a curve con-
nectingA andB which is optimal among all other such curves in the
following sense. The pointP of unit mass which starts fromA with
zero velocity and moves along this curve only due to the gravitational
force will reach the pointB in a minimal time.

Without loss of generality, we may assume that in thexy-plane we haveA =
(0,a) and B = (b,0) for somea, b > 0. We will look for a curve connectingA
and B and which is in addition a graph of a continuously differentiable function
y : [0,b] → R satisfyingy(0) = a andy(b) = 0.
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The principle of conservation of energy implies that

1
2

v(t)2 = g y(x(t)),

wherev is the velocity of the pointP, g is the gravitational constant andx(t) is the
x-coordinate of the pointP at timet (andy(x(t)) is the height of the pointP). Note
that

v(t) =
√

1+ y′(x(t))2 ẋ(t),

and therefore

ẋ(t) =
dx
dt

(t) =

√
2gy(x(t))

1+ y′(x(t))2
.

Hence, the timeT at which the pointP reaches the pointB is given by

T =
∫ T

0
dt =

∫ b

0

√
1+ y′(x)2

a− 2gy(x)
dx.

The problem is therefore to minimize the functionalT given by

T(y) =
∫ b

0

√
1+ y′(x)2

a− 2gy(x)
dx,

wherey varies in the convex set

K := {y ∈W1,p(0,b) : y(0) = a andy(b) = 0}

andp ≥ 1 is to be fixed. It is easy to check that the functionalT is convex and that
for every p ≥ 1 the setK is closed inW1,p(0,1). However, the spaceW1,p(0,1) is
reflexive only ifp > 1. On the other hand, the functionalT is coercive only ifp = 1.

Hence, we cannot apply the main theorem of this section on minimization of
convex functionals (Theorem 2.5), unless we replace the setK by a bounded convex
subset which is likely to contain the global minimum ofT!

In this section, we will proceed differently, that is, we will solve the problem
of finding a global minimum by solving the corresponding Euler-Lagrange equation
which is in this case an ordinary differential equation. Note that in the preceding
examples (especially the nonlinear elliptic problems) we proved directly existence
of global minima and thus proved existence of solutions of the corresponding Euler-
Lagrange equations.
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In order to find the Euler-Lagrange equation for the functionalT, let y ∈ K and
let z ∈ D(0,b) be a test function. Then

T′(y)z = lim
t→∞

1
t

(T(y+ tz) − T(y))

=

∫ b

0

1√
a− 2gy

y′z′√
1+ (y′)2

+

∫ b

0

√
1+ (y′)2

gz√
a− 2gy3

= −

∫ b

0

( 1√
a− 2gy

y′√
1+ (y′)2

)′ z+ ∫ b

0

√
1+ (y′)2

gz

(
√

a− 2gy)3
.

If y is a global minimum ofT, thenT′(y) = 0 which means thatT′(y)z= 0 for every
test funtionz ∈ D(0,b). Hence, ify is a global minimum ofT, then√

1+ (y′)2
g

(
√

a− 2gy)3
=

y′′√
a− 2gy

√
1+ (y′)2

+
g(y′)2

(
√

a− 2gy)3
√

1+ (y′)2
−

+
(y′)2y′′√

a− 2gy(
√

1+ (y′)2)3

=
y′′√

a− 2gy(
√

1+ (y′)2)3
−

g(y′)2

(
√

a− 2gy)3
√

1+ (y′)2
,

or, if we simplify,

y′′ (a− 2gy) − g (1+ (y′)2) = 0 on (0,b), y(0) = a, y(b) = 0.

By substitutingz(x) := a− 2gy(x), and by assuming (for simplicity) that 2g = 1, this
differential equation is equivalent to the following problem:

(5.1) 2z z′′ + (z′)2 + 1 = 0 on (0,b), z(0) = 0, z(b) = a.





CHAPTER 3

Nonconvex analysis

We follow the monographs by Struwe [17] and Dŕabek & Milota [8].

1. Ekeland’s variational principle

T 1.1. Let (M,d) be a complete metric space. Let E: M → R ∪ {∞} be
lower semicontinuous, bounded from below and. ∞. Then for everyε > 0, δ > 0
and u∈ M with E(u) ≤ inf M E + ε there exists v∈ M which is the unique minimizer
of the function Ev : M → R ∪ {∞} given by

Ev(w) = E(w) +
ε

δ
d(v,w).

Moreover,

E(v) ≤ E(u) and d(u, v) ≤ δ.

P. Putα := ε
δ
. We define inductively a sequence (vn) ⊂ M as follows:

First, we putv1 := u.
Next, assume thatvn is already constructed for somen ≥ 1. Then we define the

set

Sn := {v ∈ M : E(v) ≤ E(vn) − αd(v, vn)}

and

µn := inf
Sn

E.

Clearly,Sn is non-empty sincevn ∈ Sn. Moreover,µn ≥ inf M E. We choosevn+1 ∈ Sn

such that

E(vn) − E(vn+1) ≥
1
2

(E(vn) − µn).

Such an elementvn+1 exists by the definition of the infimum.
Having thus constructed the sequence (vn) and also the sequences (Sn) and (µn)

we first remark thatSn+1 ⊂ Sn. In fact, if v ∈ Sn+1, then, by definition ofSn+1, by the
triangle inequality and sincevn+1 ∈ Sn,

E(v) ≤ E(vn+1) − αd(v, vn+1)

≤ E(vn) − αd(vn+1, vn) − αd(v, vn+1)

≤ E(vn) − αd(v, vn).

29
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Hence,v ∈ Sn, which proves the inclusionSn+1 ⊂ Sn. As a consequence, the
sequence (µn) is increasing. Hence,

E(vn+1) − µn+1 ≤ E(vn+1) − µn

≤
1
2

(E(vn) − µn),

which, by iteration, implies

E(vn+1) − µn+1 ≤ (
1
2

)n (E(µ1) − µ1).

Hence, for everyv ∈ Sn we have

d(vn, v) ≤
1
α

(E(vn) − E(v))(1.1)

≤
1
α

(E(vn) − µn)

≤
C
α

(
1
2

)n.

In particular, ifm≥ n, thenvm ∈ Sn and

d(vn, vm) ≤
C
α

(
1
2

)n.

This means that (vn) is a Cauchy sequence. SinceM is complete, there existsv ∈ M
such thatv = limn→∞ vn. SinceSn is closed by lower semicontinuity ofE, we have
v ∈ Sn for everyn. In particular,v ∈ S1 which means that

E(v) ≤ E(v1) − αd(v1, v) ≤ E(v1) = E(u)

and

d(u, v) ≤
1
α

(E(u) − E(v))

≤
1
α

(inf
M

E + ε − inf
M

E)

=
1
α
ε = δ.

Finally, letw ∈ M be such that

Ev(w) = E(w) + αd(w, v) ≤ Ev(v) = E(v).

Then, sincev ∈ Sn for everyn,

E(w) ≤ E(v) − αd(w, v)

≤ E(vn) − αd(vn, v) − αd(w, v)

≤ E(vn) − αd(vn,w),

that is,w ∈ Sn for everyn. By (1.1), this impliesd(vn,w) ≤ C
α

(1
2)n. Hence,w =

limn→∞ vn = v, which proves thatv is the only global minimizer of the function
Ev. �



2. * NONLINEAR ELLIPTIC PROBLEMS II 31

C 1.2. Let V be a Banach space and E∈ C1(V). If E is bounded from
below then there exists a sequence(un) ⊂ V such that

lim
n→∞

E(un) = inf
V

E and lim
n→∞
‖E′(u)‖V′ = 0.

P. Choose a sequence (εn) ⊂ R such thatεn > 0 and limn→∞ εn = 0. Choose
a minimizing sequence (un) ⊂ V such thatE(un) ≤ infV E + ε2n. Applying Ekeland’s
variational principle withε = ε2n, δ = εn andu = un, we find a sequence (vn) ⊂ V
such thatE(vn) ≤ E(un) and for everyw ∈ V one has

E(vn) ≤ E(vn + w) + εn ‖w‖V
= E(vn) + E′(vn)w+ o(w) + εn ‖w‖V.

This inequality implies that for everyδ > 0

‖E′(vn)‖V′ = sup
‖w‖V≤δ

|E′(vn)
w
‖w‖V

|

≤ sup
‖w‖V≤δ

|o(w)|
‖w‖V

+ εn.

Lettingδ→ 0, one obtains

‖E′(vn)‖V′ ≤ εn,

so that (vn) is a sequence we are looking for. �

D 1.3. LetV be a Banach space and letE ∈ C1(V). A sequence (un) ⊂ V
is called aPalais-Smale sequenceif there exists a constantC ≥ 0 such that

E(un) ≤ C for everyn, and

lim
n→∞
‖E′(un)‖V′ = 0.

R 1.4. The Corollary 1.2 says that every functionE ∈ C1(V) which is
bounded from below admits a minimizing Palais-Smale sequence.

D 1.5. Let V be a Banach space and letE ∈ C1(V). We say thatE
satisfies thePalais-Smale conditionif every Palais-Smale sequence admits a strongly
convergent subsequence.

R 1.6. If E satisfies the Palais-Smale conditionand if E admits a Palais-
Smale sequence, thenE has a critical point. This is immediate from the definition
and the continuity ofE′.

2. * Nonlinear elliptic problems II

We consider the problem

(2.1)

 −∆u+ f (u) = 0 inΩ,

u = 0 in ∂Ω,
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whereΩ ⊂ Rn is a bounded open set and the functionf ∈ C(R) satisfies the growth
condition

(2.2) | f (s)| ≤ C (1+ |s|p−1) for someC ≥ 0, 0 ≤ p <
2n

n− 2
and alls ∈ R.

We putF(s) :=
∫ s

0
f (r) dr and we define the energyE : H1

0(Ω)→ R by

(2.3) E(u) :=
1
2

∫
Ω

|∇u|2 +
∫
Ω

F(u), u ∈ H1
0(Ω).

T 2.1. Assume that there exists C≥ 0 andε > 0 such that

F(s) ≥ (−
λ1

2
+ ε) s2 −C for every s∈ R,

whereλ1 > 0 is the first eigenvalue of the Dirichlet-Laplace operator on L2(Ω). Then
the problem(2.1)admits a weak solution u∈ H1

0(Ω).

L 2.2. Assume that f satisfies the growth condition(2.2). LetΩ ⊂ Rn be
open and bounded, and let E: H1

0(Ω) → R be defined as in(2.3). Then every
boundedPalais-Smale sequence admits a subsequence which converges in H1

0(Ω).

P. Let (un) ⊂ H1
0(Ω) be a bounded Palais-Smale sequence. This means that

there exists a constantC ≥ 0 such that

E(un) ≤ C for everyn,

lim
n→∞
‖E′(un)‖H−1 = 0, and

‖un‖H1
0
≤ C for everyn.

Since (un) is bounded, sinceH1
0(Ω) is reflexive and by the Rellich-Kondrachov theo-

rem, there exists a subsequence (which will be again denoted by (un)) andu ∈ H1
0(Ω)

such that

un⇀ u in H1
0(Ω) and

un→ u in L2(Ω).

Since (un) is bounded inH1
0(Ω), by the Sobolev embedding theorem and by the

growth condition onf , the sequence (f (un)) is bounded inLp(Ω). Hence,

‖un − u‖2
H1

0
=

∫
Ω

|∇(un − u)|2

=

∫
Ω

∇(un − u)∇un +

∫
Ω

f (un)(un − u) −

−

∫
Ω

f (un)(un − u) −
∫
Ω

∇(un − u)∇u

≤ ‖E′(un)‖H−1 ‖un − u‖H1
0
+ ‖ f (un)‖Lq ‖un − u‖Lq′ −

∫
Ω

∇(un − u)∇u.

Each term on the right-hand side of this inequality converges to 0 asn → ∞: the
first term since (un) is bounded and Palais-Smale, the second term because (f (un)) is
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bounded andun → u in Lq, and the third term because of the weak convergence of
(un). �

3. The mountain pass theorem

Let V be a real Hilbert space and letE ∈ C1(V). Assume the followingmountain
pass geometry:

(M1) there existsu0 ∈ V such thatE′(u0) = 0,
(M2) there existsr > 0 such that

inf
‖u−u0‖=r

E(u) > E(u0),

and
(M3) there existsu1 ∈ V with ‖u1 − u0‖ > r such thatE(u1) ≤ E(u0).

In fact, it is not essential thatu0 is a critical point and the first condition may be
dropped. In this section, however, we ask whetherE admits a critical point which is
not equal tou0. In general, assuming only the mountain pass geometry above is not
enough to prove existence of a second critical point.

E 3.1 (Bŕezis-Nirenberg). Consider the functionE : R2 → R given by
E(x, y) = x2 + (1− x)3y2. Then

E′(x, y) = (2x− 3(1− x)2y2,2(1− x)3y) = (0,0)

if and only if (x, y) = (0,0), that is, the origin is the only critical point ofE. On the
other hand

E(0,0) = 0,

E(2,2) = 0, and

inf
x2+y2= 1

4

E(x, y) > 0,

that is,E satisfies the mountain pass geometry.

T 3.2. Let E∈ C1(V) satisfy the mountain pass geometry (M1)-(M3). Let

(3.1) c := inf
γ∈Γ

max
t∈[0,1]

E(γ(t)),

where

Γ := {γ ∈ C([0,1]; V) : γ(0) = u0 andγ(1) = u1}.

Assume that E satisfies the Palais-Smale condition. Then c is a critical value of E,
that is, there exists u∈ V such that E(u) = c and E′(u) = 0.
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4. * Nonlinear elliptic problems III

In this section we consider again the problem

(4.1)

 −∆u+ f (u) = 0 inΩ,

u = 0 in ∂Ω,

whereΩ ⊂ Rn is a bounded open set and the functionf ∈ C(R) satisfies the growth
condition (2.2).

T 4.1. Assume in addition that

(i) lim inf s→0
f (s)
s ≥ 0 and

(ii) there exist q> 2 and R> 0 such that0 > q F(s) ≥ f (s)s for every s∈ R
with |s| ≥ R.

Then the problem(4.1)admits a nonzero weak solution u∈ H1
0(Ω).

P. We apply the Mountain Pass Theorem (Theorem 3.2).
We note first thatE(0) = 0, sinceF(0) = 0.
Next, by assumption (i), for everyε > 0 there existsδ > 0 such that for every

s ∈ R with |s| ≤ δ one hasf (s)
s ≥ −ε. This inequality implies that

F(s) ≥ −ε s2 for everys ∈ R with |s| ≤ δ.

On the other hand, the growth condition (2.2) implies that

F(s) ≥ −C(ε) |s|p for everys ∈ R with |s| ≥ δ.

As a consequence,

F(s) ≥ −ε s2 −C(ε) |s|p for everys ∈ R.

Using Poincaŕe’s inequalityλ1 ‖u‖2L2 ≤ ‖∇u‖2
L2 and the continuity of the embedding

H1
0(Ω) ↪→ Lp(Ω) (Sobolev), we obtain for everyu ∈ H1

0(Ω)

E(u) ≥
1
2

∫
Ω

|∇u|2 − ε
∫
Ω

u2 −C(ε)
∫
Ω

|u|p

≥ (
1
2
−
ε

λ1
) ‖u‖2

H1
0(Ω)
− C̃(ε) ‖u‖p

H1
0(Ω)

= (
1
2
−
ε

λ1
− C̃(ε)‖u‖p−2

H1
0(Ω)

) ‖u‖2
H1

0(Ω)
.

In particular, ifε > 0 andr > 0 are small enough, then

inf
‖u‖

H1
0
=r

E(u) = (
1
2
−
ε

λ1
− C̃(ε)r p−2) r2 > 0.

Hence, we have proved thatE satisfies condition (M2).
In order to prove condition (M3), we note that hypothesis (iii) says that

0 > q F(s) ≥ F′(s)s for everys ∈ R with |s| ≥ R.
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Integrating this differential inequality implies that there exists a constantc > 0 such
that

F(s) ≤ c |s|q for everys ∈ R with |s| ≥ R.
From this inequality we deduce that for everyu ∈ H1

0(Ω) and everyλ > 0

E(λu) = λ2 1
2

∫
Ω

|∇u|2 +
∫
{|λu|≤R}

F(λu) +
∫
{|λu|>R}

F(λu)

≤ λ2 1
2

∫
Ω

|∇u|2 + |Ω| sup
|s|≤R

F(s) − |λ|q c
∫
{|λu|>R}

|u|p.

Sincec > 0 andq > 2, we see that for every nonzerou ∈ H1
0(Ω) there existsλ > 0

such that‖λu‖H1
0(Ω) ≥ r andE(λu) ≤ 0; in fact, we have limλ→∞ E(λu) = −∞. In

particular,E satisfies the condition (M3).
It remains to show thatE satisfies the Palais-Smale condition. Let (un) be a

Palais-Smale sequence. This means that there existsC ≥ 0 such thatE(un) ≤ C for
everyn and limn→∞ ‖E′(un)‖ = 0. By choosingC large enough, we may also assume
that ‖E′(un)‖ ≤ C for everyn. Then we obtain, using also hypothesis (ii), that for
everyn ∈ N

qC+C ‖un‖H1
0
≥ q E(un) − E′(un)un

=
q− 2

2

∫
Ω

|∇un|
2 +

∫
Ω

(
q F(un) − f (un)un

)
≥

q− 2
2
‖un‖

2
H1

0
.

This inequality implies that the sequence (un) is bounded. It follows from Lemma
2.2 that (un) has a convergent subsequence. Since (un) was an arbitrary Palais-Smale
sequence, it therefore follows thatE satisfies the Palais-Smale condition.

By the Mountain Pass Theorem (Theorem 3.2), there exists a critical pointu ∈
H1

0(Ω) such thatE(u) = c > 0, wherec is defined as in Theorem 3.2. SinceE(0) = 0,
it follows thatu is nonzero. �





CHAPTER 4

Iterative methods

1. * Newton’s method

T 1.1 (Newton’s method).Let X and Y be two Banach spaces, U⊂ X an
open set. Let f∈ C1(U; Y) and assume that there existsx̄ ∈ U such that (i) f(x̄) = 0
and (ii) f ′(x̄) ∈ L(X,Y) is an isomorphism. Then for every L∈ (0,1) there exists
a neighbourhood V⊂ U of x̄ such that for every x0 ∈ V the operator f′(x0) is an
isomorphism, the sequence(xn) defined iteratively by

(1.1) xn+1 = xn − f ′(xn)
−1 f (xn), n ≥ 0,

remains in V and‖xn− x̄‖ ≤ Ln ‖x0− x̄‖ for every n∈ N. In particular, limn→∞ xn = x̄.

R 1.2. The iteration given by (1.1) is calledNewton iteration.

P  T 1.1. By continuity, there exists a neighbourhoodṼ ⊂ U of
x̄ such thatf ′(x) is an isomorphism for allx ∈ Ṽ. It will be useful to define the
auxiliary functionϕ : Ṽ → X by

ϕ(x) := x− f ′(x)−1 f (x), x ∈ Ṽ.

Since f (x̄) = 0, we find that for everyx ∈ Ṽ

ϕ(x) − ϕ(x̄) = x− f ′(x)−1( f (x) − f (x̄)) − x̄

= x− x̄− f ′(x)−1( f ′(x̄)(x− x̄) + o(x− x̄)),

so that by the continuity off ′(·)−1

lim
x→x̄

‖ϕ(x) − ϕ(x̄)‖
‖x− x̄‖

= 0.

In particular, for everyL ∈ (0,1) there existsr > 0 such thatV := B(x̄, r) ⊂ Ṽ ⊂ U
and such that for everyx ∈ V

‖ϕ(x) − x̄‖ = ‖ϕ(x) − ϕ(x̄)‖ ≤ L ‖x− x̄‖.

This implies that for everyx0 ∈ V one hasϕ(x0) ∈ V and if we define iteratively
xn+1 = ϕ(xn) = ϕn+1(x0), then

‖xn − x̄‖ ≤ Ln ‖x0 − x̄‖ → 0 asn→ ∞.

�
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2. Local inverse theorem and implicit function theorem

Let X and Y be two Banach spaces and letU be an open subset ofX. The
following are two classical theorems in differential calculus.

T 2.1 (Local inverse theorem).Let f : U → Y be continuously differ-
entiable andx̄ ∈ U such that f′(x̄) : X → Y is an isomorphism, that is, bounded,
bijective and the inverse is also bounded. Then there exist neighbourhoods V⊂ U
of x̄ and W⊂ Y of f(x̄) such that f : V → W is a C1 diffeomorphism, that is f is
continuously differentiable, bijective and the inverse f−1 : W → V is continuously
differentiable.

T 2.2 (Implicit function theorem).Assume that X= X1 × X2 for two
Banach spaces, and let f: X ⊃ U → Y be continuously differentiable and
x̄ = (x̄1, x̄2) ∈ U such that ∂ f

∂x2
(x̄) : X2 → Y is an isomorphism. Then there exist

neighbourhoods U1 ⊂ X1 of x̄1 and U2 ⊂ X2 of x̄2, U1 ×U2 ⊂ U, and a continuously
differentiable function g: U1→ U2 such that

{x ∈ U1 × U2 : f (x) = f (x̄)} = {(x1,g(x1)) : x1 ∈ U1}.

For the proof of the local inverse theorem, we need the following lemma.

L 2.3. Let f : U → Y be continuously differentiable such that f: U →
f (U) is a homeomorphism, that is, continuous, bijective and with continuous inverse.
Then f is a C1 diffeomorphism if and only if for every x∈ U the derivative f′(x) :
X→ Y is an isomorphism.

P. Assume first thatf is aC1 diffeomorphism. When we differentiate the
identitiesx = f −1( f (x)) andy = f ( f −1(y)), which are true for everyx ∈ U and every
y ∈ f (U), then we find

IX = ( f −1)′( f (x)) f ′(x) for everyx ∈ U and

IY = f ′( f −1(y))( f −1)′(y)

= f ′(x)( f −1)′( f (x)) for everyx = f −1(y) ∈ U.

As a consequence,f ′(x) is an isomorphism for everyx ∈ U.
For the converse, assume thatf ′(x) is an isomorphism for everyx ∈ U. For every

x1, x2 ∈ U one has, by differentiability,

f (x2) = f (x1) + f ′(x1)(x2 − x1) + o(x2 − x1),

whereo depends onx1 and limx2→x1

o(x2−x1)
‖x2−x1‖

= 0. We havex1 = f −1(y1) and x2 =

f −1(y2) if we putyi := f (xi). Hence, the above identity becomes

y2 = y1 + f ′( f −1(y1))( f −1(y2) − f −1(y1)) + o( f −1(y2) − f −1(y1)).

To this identity, we apply the inverse operator (f ′( f −1(y1)))−1 and we obtain

f −1(y2) = f −1(y1) + ( f ′( f −1(y1)))
−1(y2 − y1) − ( f ′( f −1(y1)))

−1o( f −1(y2) − f −1(y1)).
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Since f −1 is continuous, the last term on the right-hand side of the last equality is
sublinear. Hence,f −1 is differentiable and

( f −1)′(y1) = ( f ′( f −1(y1)))
−1.

From this identity (using thatf −1 and f ′ are continuous) we obtain thatf −1 is con-
tinuously differentiable. The claim is proved. �

P     . Consider the function

g : U → X,

x 7→ f ′(x̄)−1 f (x).

It suffices to show thatg : V → W is aC1 diffeomorphism for appropriate neigh-
bourhoodsV of x̄ andW of g(x̄).

Consider also the function

ϕ : U → X,

x 7→ x− g(x).

This functionϕ is continuously differentiable andϕ′(x) = I − f ′(x̄)−1 f ′(x) for every
x ∈ U. In particular,ϕ′(x̄) = 0. By continuity ofϕ′, there existsr > 0 andL < 1
such that‖ϕ′(x)‖ ≤ L for everyx ∈ B̄(x̄, r) ⊂ U. Hence,

‖ϕ(x1) − ϕ(x2)‖ ≤ L ‖x1 − x2‖ for everyx1, x2 ∈ B̄(x̄, r).

By the definition ofϕ, this implies

‖g(x1) − g(x2)‖ = ‖x1 − x2 − (ϕ(x1) − ϕ(x2))‖(2.1)

≥ ‖x1 − x2‖ − L ‖x1 − x2‖

= (1− L) ‖x1 − x2‖.

We claim that for everyy ∈ B̄(g(x̄), (1 − L)r) there exists a uniquex ∈ B̄(x̄, r) such
thatg(x) = y.

The uniqueness follows from (2.1).
In order to prove existence, letx0 = x̄, and then define recursivelyxn+1 = y +

ϕ(xn) = y+ xn − f ′(x̄)−1 f (xn) for everyn ≥ 0. Then

‖xn − x̄‖ = ‖

n−1∑
k=0

xk+1 − xk‖

≤ ‖x1 − x0‖ +

n−1∑
k=1

‖ϕ(xk) − ϕ(xk−1)‖

≤

n−1∑
k=0

Lk ‖x1 − x0‖

=
1− Ln

1− L
‖y− g(x̄)‖

≤ (1− Ln) r ≤ r,
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which impliesxn ∈ B̄(x̄, r) for everyn ≥ 0. Similarly, for everyn ≥ m≥ 0,

‖xn − xm‖ ≤

n−1∑
k=m

Lk ‖y− g(x̄)‖,

so that the sequence (xn) is a Cauchy sequence in̄B(x̄, r). SinceB̄(x̄, r) is complete,
there exists limn→∞ xn =: x ∈ B̄(x̄, r). By continuity,

x = y+ ϕ(x) = y+ x− g(x),

or
g(x) = y.

This proves the above claim, that is,g is locally invertible. It remains to show that
g−1 is continuous (theng is a homeomorphism, and therefore aC1 diffeomorphism
by Lemma 2.3). Contiunity of the inverse function, however, is a direct consequence
of (2.1) (which even implies Lipschitz continuity). �

R 2.4. The iteration formula

xn+1 = y+ xn − f ′(x̄)−1 f (xn)

used in the proof of the local inverse theorem in order to find a solution ofg(x) =
f ′(x̄)−1 f (x) = y should be compared to the Newton iteration

xn+1 = y+ xn − f ′(xn)
−1 f (xn).

P     . Consider the function

F : U → X1 × Y,

(x1, x2) 7→ (x1, f (x1, x2)).

ThenF is continuously differentiable and

F′(x̄)(h1,h2) = (h1,
∂ f
∂x1

(x̄)h1 +
∂ f
∂x2

(x̄)h2).

In particular, by the assumption,F′(x̄) is locally invertible with inverse

F′(x̄)−1(y1, y2) = (y1, (
∂ f
∂x2

(x̄))−1(y2 −
∂ f
∂x1

(x̄)y1)).

By the local inverse theorem (Theorem 2.1), there exists a neighbourhoodU1 of x̄1,
a neighbourhoodU2 of x̄2 and a neighbourhoodV of (x̄1, f (x̄)) = F(x̄) such that
F : U1 × U2→ V is aC1 diffeomorphism. The inverse is of the form

F−1(y1, y2) = (y1,h2(y1, y2)),

whereh2 is a function such thatf (y1,h2(y1, y2)) = y2. Let

Ũ1 := {x1 ∈ U1 : (x1, f (x̄)) ∈ V}.

ThenŨ1 is open by continuity of the functionx1 7→ (x1, f (x̄)), and x̄1 ∈ Ũ1. We
restrictF to Ũ1 × U2, and we define

g : Ũ1 → X2,(2.2)

x1 7→ g(x1) = F−1(x1, f (x̄))2,
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whereF−1(·)2 denotes the second component ofF−1(·). Theng is continuously dif-
ferentiable,g(Ũ1) ⊂ U2 andg satisfies the required property of the implicit func-
tion. �

L 2.5 (Higher regularity of the local inverse).Let f ∈ Ck(U; Y) for some
k ≥ 1 and assum that f: U → f (U) is a C1 diffeomorphism. Then f is a Ck

diffeomorphism, that is, f−1 is k times continuously differentiable.

P. For everyy ∈ f (U) we have

( f −1)′(y) = f ′( f −1(y))−1.

The proof therefore follows by induction onk. �

L 2.6 (Higher regularity of the implicit function).If, in the implicit function
theorem (Theorem 2.2), the function f is k times continuously differentiable, then the
implicit function g is also k times continuously differentiable.

P. This follows from the previous lemma (Lemma 2.5) and the definition of
the implicit function in the proof of the implicit function theorem. �

3. * Parameter dependence of solutions of ordinary differential equations

Let P and X be two Banach spaces and letf ∈ Ck(P × X; X). Consider the
ordinary differential equation

(3.1) ẋ(t) = f (p, x(t)), x(0) = 0,

wherep is a parameter. Fix a parameterp0 ∈ P, let I0 ⊂ R be a compact intervall
such that 0∈ I0, and let a solutionx0 ∈ C1(I0; X) be a solution of the above problem
for the parameterp = p0.

T 3.1. Then there exists a neighbourhood U0 ⊂ P of p0 and a k times
continuously differentiable function g: U0 → C1(I0; X) such that for every p∈ U0

the function xp = g(p) is the unique solution of(3.1) for the parameter p. All
solutions of(3.1) in a neighbourhood of(p0, x0) are of this form.

P. Let C1
0(I0; X) = {x ∈ C1(I0; X) : x(0) = 0} be equipped with the norm

‖x‖C1 = ‖x‖∞ + ‖ẋ‖∞, so thatC1
0 is a Banach space. Consider the function

F : P×C1
0(I0; X) → C(I0; X),

(p, x) 7→ ẋ− f (p, x).

Then, by definition ofF, F(p0, x0) = 0. Moreover, the functionF is k times contin-
uously differentiable and∂F

∂x (p0, x0) is an isomorphism fromC1
0(I0; X) ontoC(I0; X)

(!!).
By the implicit function theorem (Theorem 2.2), there exists a neighbourhood

U0 of p0 andk times continuously differentiable functiong : U0 → C1
0(I0; X) (we

use also Lemma 2.6) such that for everyp ∈ U0 one hasF(p,g(p)) = 0, that is,
g(p) is the solution of (3.1) for the parameterp, and it also follows from the implicit
function theorem, that every solution of (3.1) is of this form. �



42 4. ITERATIVE METHODS

4. * A bifurcation theorem and ordinary di fferential equations

We follow [8, Section 4.3].

T 4.1 (Crandall-Rabinowitz).Let X and Y be two Banach spaces, U⊂
R × X be an open set, let f∈ C2(U; Y) and(λ̄, x̄) ∈ U. Assume that
(i) f (λ, x̄) = 0 for all λ in a neighbourhood of̄λ,
(ii) dim Ker ∂ f

∂x(λ̄, x̄) = codim Rg∂ f
∂x(λ̄, x̄) = 1, and

(iii) if x 0 ∈ Ker ∂ f
∂x(λ̄, x̄) \ {0}, then ∂

2 f
∂λ ∂x(λ̄, x̄)(1, x0) < Rg ∂ f

∂x(λ̄, x̄).
Denote by X1 the topological complement ofKer ∂ f

∂x(λ̄, x̄) in X.
Then there exists a continuously differentiable curve(λ, x) : (−δ, δ) → R × X1

such that

(λ(0), x(0)) = (λ̄, x̄) and f(λ(t), tx0 + tx(t)) = 0 for every t∈ (−δ, δ).

Moreover, there is a neighbourhood V⊂ U of (λ̄, x̄) such that

f (λ, x) = 0 for (λ, x) ∈ V

if and only if
either x= 0 or λ = λ(t), x = tx0 + tx(t).

P. For simplicity, we assume that (λ̄, x̄) = (0,0). Fix

x0 ∈ Ker
∂ f
∂x

(λ̄, x̄), x0 , 0,

and consider the functionF : R × R × X1→ Y which is given by

F(t, λ, x) =


1
t f (λ, t(x0 + x1)) for t , 0,
∂ f
∂x(λ,0)(x0 + x1) for t = 0.

Then
F(0,0,0) = 0

and the operator

R × X1 → Y,

(λ, x1) 7→
∂F
∂λ

(0,0,0)λ +
∂F
∂x

(0,0,0)x1

is an isomorphism by assumptions (ii) and (iii). The claim follows from the implicit
function theorem (Theorem 2.2). �

E 4.2. We study the periodic boundary value problem

(4.1)


ẍ(t) + λx(t) + g(λ, t, x(t), ẋ(t)) = 0, t ∈ [0,2π],

x(0) = x(2π),

ẋ(0) = ẋ(2π).

The functiong : R × [0,2π] × R × R → R, g = g(λ, t, x, p) satisfies the following
assumptions:
(i) g is k times continuously differentiable for somek ≥ 2, and 2π-periodic with
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respect tot,
(ii) g(λ, t,0,0) = 0, and
(iii) ∂g

∂x(λ, t,0,0) = ∂g
∂p(λ, t,0,0) = 0.

We will study the above problem near the pointλ = 0 which is a simple eigen-
value of the associated eigenvalue problem

(4.2)


ẍ(t) + λx(t) = 0, t ∈ [0,2π],

x(0) = x(2π),

ẋ(0) = ẋ(2π).

Let

X = {x ∈ C2([0,2π]) : x(0) = x(2π), ẋ(0) = ẋ(1) andẍ(0) = ẍ(2π)} and

Y = {y ∈ C([0,2π]) : y(0) = y(2π)}.

The spacesX andY are Banach spaces when they are equipped with the norms

‖x‖X = ‖x‖∞ + ‖ẋ‖∞ + ‖ẍ‖∞ and

‖y‖Y = ‖y‖∞,

respectively. Let us definef : R × X→ Y by

f (λ, x) = ẍ+ λx+ g(λ, ·, x, ẋ).

It follows from (i) that f is well-defined andk times continuously differentiable.
Moreover, by hypothesis (iii), we have

∂ f
∂x

(λ,0)w = ẅ+ λw,

which implies

dim Ker
∂ f
∂x

(0,0) = 1;

in fact, the only functions lying inX and satisfying ¨x = 0 are the constant functions.
Next, lety ∈ Rg ∂ f

∂x(0,0). Then there exists a functionx ∈ X such that ¨x = y.
Integrating this equality over the interval [0,2π] implies∫ 2π

0
y =

∫ 2π

0
ẍ = ẋ(1)− ẋ(0) = 0,

so that

Rg
∂ f
∂x

(0,0) ⊂ {y ∈ Y :
∫ 2π

0
y = 0}.

On the other hand, lety ∈ Y be such that
∫ 2π

0
y = 0. Define

x(t) :=
∫ t

0
(t − s)y(s) ds− t

∫ 2π

0
(2π − s)y(s) ds.

Thenx ∈ X and ẍ = y. We have therefore proved the equality

Rg
∂ f
∂x

(0,0) = {y ∈ Y :
∫ 2π

0
y = 0}.
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From this we deduce

codim Rg
∂ f
∂x

(0,0) = 1.

Note that Ker∂ f
∂x(0,0) is the space of constant functions and that a topological com-

plement is given by

X1 = {x ∈ X :
∫ 2π

0
x(t) dt}.

Since
∂2 f
∂λ ∂x

(0,0)1= 1 and 1< Rg
∂ f
∂x

(0,0),

the condition (iii) of Theorem 4.1 is satisfied. It follows from the Crandall-
Rabinowitz theorem (Theorem 4.1) thatλ = 0 is a point of bifurcation of (4.1).

In particular, the point (0,0) ∈ R × X belongs to the branch of trivial solutions
(λ,0), but also to the branch

Γ = {(λ(s), s+ sx(s)) : s ∈ (−δ, δ)}

where (λ, x) : (−δ, δ)→ R × X is a curve satisfying

x(0) = 0,
d
ds

x(0) = 0, λ(0) = 0.

Hence, for anys ∈ (−δ, δ), s, 0, the nontrivial solutions+sx(s) (sum of the constant
functions and the perturbationsx(s)) belongs toX1.



CHAPTER 5

Monotone operators

1. Monotone operators

D 1.1. Letv be a real Banach space, and letV′ be its dual space. An
operatorA : V → V′ is monotoneif for everyu, v ∈ V one has

〈Au− Av,u− v〉V′,V ≥ 0.

E 1.2. LetΩ ⊂ Rn be open and bounded. For everyp ≥ 2 and every
1 ≤ i ≤ n, the linear operator

Bi : W1,p
0 (Ω) → W−1,p′(Ω),

u 7→
∂u
∂xi
,

is monotone. In fact, for everyu ∈W1,p
0 (Ω), by an integration by parts,

〈Biu,u〉 =
∫
Ω

∂u
∂xi

u

= −

∫
Ω

u
∂u
∂xi

= −〈Biu,u〉,

so that
〈Biu,u〉 = 0.

By linearity, Bi is hence monotone.

E 1.3. The negativep-Laplace operator−∆p : W1,p
0 (Ω) → W−1,p′(Ω) is

monotone. In fact, for everyu, v ∈W1,p
0 (Ω),

−〈∆pu− ∆pv,u− v〉W−1,p′ ,W1,p
0
=

∫
Ω

(|∇u|p−2∇u− |∇v|p−2∇v)(∇u− ∇v)

≥

∫
Ω

(|∇u|p + |∇v|p − |∇u|p−1 |∇v| − |∇u| |∇v|p−1)

=

∫
Ω

(|∇u|p−1 − |∇v|p−1) (|∇u| − |∇v|)

≥ 0.

The fact, that−∆p is a monotone operator, can also be deduced from the follow-
ing simple lemma.

45
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L 1.4. Let ϕ : V → R be a continuously differentiable, convex function.
Thenϕ′ : V → V′ is monotone.

P. For everyu, v ∈ V, the functiont 7→ ϕ(tu + (1 − t)v) is convex which
means that its derivative is increasing. In particular,

d
dt
ϕ(tu+ (1− t)v)|t=1 ≥

d
dt
ϕ(tu+ (1− t)v)|t=0,

which means
〈ϕ′(u),u− v〉 ≥ 〈ϕ′(v),u− v〉.

Hence,ϕ′ is monotone. �

Since the negativep-Laplace operator−∆p is the derivative of the continuously
differentiable and convex functionϕ : W1,p

0 (Ω) → R given byϕ(u) = 1
p

∫
Ω
|∇u|p, the

preceding lemma provides another proof of the monotonicity of−∆p.

D 1.5. LetV be a Banach space. An operatorA : V → V′ is
(i) hemi-continuousif for every u, v, w ∈ V the functiont 7→ 〈A(u + tv),w〉 is
continous,
(ii) boundedif it maps bounded sets into bounded sets, and
(iii) pseudo-monotoneif A is bounded and if

un⇀ u in V and

lim supn→∞〈Aun,un − u〉 ≤ 0

 ⇒ lim inf
n→∞

〈Aun,un − v〉 ≥ 〈Au,u− v〉.

L 1.6. Let V be a Banach space and A: V → V′ be an operator. Consider
the following properties:
(i) A is monotone, bounded and hemicontinuous,
(ii) A is pseudo-monotone,
(iii) A satisfies

un⇀ u in V,

Aun⇀ χ in V′ and

lim supn→∞〈Aun,un〉 ≤ 〈χ,u〉

 ⇒ Au= χ.

Then (i)⇒(ii)⇒(iii).

P. (i)⇒(ii) Assume thatA is monotone, bounded and hemicontinuous, and
let (un) ⊂ V be a sequence satisfying

un⇀ u in V and lim sup
n→∞

〈Aun,un − u〉 ≤ 0.

By monotonicity ofA, we have

〈Aun,un − u〉 ≥ 〈Au,un − u〉.

The weak convergence of (un) implies

lim inf
n→∞

〈Aun,un − u〉 ≥ 0.
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Together with the assumption above, this implies

(1.1) lim
n→∞
〈Aun,un − u〉 = 0.

Let v ∈ V and definew := (1− λ)u+ λv (λ ∈ (0,1)). By monotonicity,

〈Aun − Aw,un − w〉 ≥ 0.

Together with the definition ofw, this implies

〈Aun,un − w〉 = 〈Aun,un − u〉 + 〈Aun,u− w〉

= 〈Aun,un − u〉 + λ 〈Aun,u− v〉

≥ 〈Aw,un − w〉

= 〈Aw,un − u〉 + λ 〈Aw,u− v〉.

Sinceun⇀ u and by (1.1), we obtain

lim inf
n→∞

〈Aun,u− v〉 ≥ 〈A((1− λ)u+ λv),u− v〉.

Lettingλ↘ 0 and using the hemi-continuity ofA, we finally obtain

lim inf
n→∞

〈Aun,u− v〉 ≥ 〈Au,u− v〉.

Hence,A is pseudo-monotone.
(ii)⇒(iii) Assume thatA is pseudo-monotone, and let (un) ⊂ V be a sequence

such thatun⇀ u, Aun⇀ χ and lim supn→∞〈Aun,un〉 ≤ 〈χ,u〉. Then

lim sup
n→∞

〈Aun,un − u〉 ≤ 0

which together with the pseudo-monotonicity implies

lim inf
n→∞

〈Aun,un − v〉 ≥ 〈Au,u− v〉 for everyv ∈ V.

Together with the assumption above, this implies

〈χ,u〉 − 〈χ, v〉 ≥ 〈Au,u− v〉,

or
〈χ − Au,u− v〉 ≥ 0 for everyv ∈ V.

This is equivalent to
〈χ − Au, v〉 ≥ 0 for everyv ∈ V,

which in turn implies (the inequality is true forv and−v)

〈χ − Au, v〉 = 0 for everyv ∈ V.

Hence,Au= χ. �

C 1.7. Let V be a reflexive Banach space, and let A: V → V′ be a
monotone, bounded, hemicontinuous operator. Then

un→ u in V ⇒ Aun⇀ Au in V′.
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P. Assume thatun → u in V. SinceA is bounded, the sequence (Aun) is
bounded inV′. SinceV is reflexive, and after passing to a subsequence, there exists
χ ∈ V′ such thatAun⇀ χ in V′.

Moreover,

〈Aun,un〉 = 〈Aun,un − u〉 + 〈Aun,u〉

≤ ‖Aun‖ ‖un − u‖ + 〈Aun,u〉.

Hence,
lim sup

n→∞
〈Aun,un〉 ≤ 〈χ,u〉.

By Lemma 1.6 (implication (i)⇒(iii)), we obtainAu= χ. �

2. Surjectivity of monotone operators

In this section we give a sufficient condition for the surjectivity of a monotone
operatorA : V → V′. Before, however, we recall Brouwer’s fixed point theorem,
without proof.

T 2.1 (Brouwer’s fixed point theorem).Let C⊂ Rn be a nonempty, com-
pact, convex set, and let f: C → C be a continuous function. Then f has a fixed
point, that is, there exists x∈ C such that f(x) = x.

C 2.2. Let f ∈ C(Rn;Rn). Assume that there exists% > 0 such that
〈 f (x), x〉Rn ≥ 0 whenever‖x‖ = %. Then there exists x∈ Rn such that‖x‖ ≤ % and
f (x) = 0.

P. Assume, on the contrary, thatf (x) , 0 whenever‖x‖ ≤ %, and letC :=
B̄(0, %). Then the functiong : C → C given byg(x) = −% f (x)

‖ f (x)‖ is well defined
and continuous. By Brouwer’s fixed point theorem, there existsx ∈ C such that
x = g(x) = −% f (x)

‖ f (x)‖ . Since‖g(x)‖ = %, this implies‖x‖ = %. Therefore,

%2 = 〈x, x〉 = −%〈
f (x)
‖ f (x)‖

, x〉 ≤ 0,

using also the assumption onf . This is a contradiction to% > 0, and therefore, there
existsx ∈ C such thatf (x) = 0. �

T 2.3. Let V be a separable, reflexive Banach space. Let A: V → V′ be
a monotone, bounded, hemicontinuous operator and assume that A is alsocoercive,
that is,

lim
‖v‖→∞

〈Av, v〉
‖v‖

= ∞.

Then A is surjective, that is, for every f∈ V′ there exists u∈ V such that Au= f .

P. Let f ∈ V′. We have to solve the equationAu= f .
Let (wm) be a total sequence, that is, a sequence such that span{wm : m} is dense

in V; the existence of such a sequence is guaranteed by the assumption thatV is
separable.

Let Vm := span{wk : 1 ≤ k ≤ m}.
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We first prove that for everym there existsum ∈ Vm such that

(2.1) 〈Aum,wk〉 = 〈 f ,wk〉 for every 1≤ k ≤ m.

For everyu ∈ Vm we restrict the linear functionalAu ∈ V′ = L(V,R) to the closed
subspaceVm, and we thus obtain a linear functional onVm. In other words, we define
an operatorAm : Vm→ V′m by

〈Amu,w〉V′m,Vm := 〈Au,w〉V′,V.

By coercivity, there exists% > 0 such that for everyu ∈ V, ‖u‖ ≥ %,

〈Amu− f ,u〉V′m,Vm = 〈Au− f ,u〉V′,V
≥ 〈Au,u〉 − ‖ f ‖ ‖u‖

= ‖u‖
(〈Au,u〉
‖u‖

− ‖ f ‖
)

≥ 0.

The operatorAm inherits the properties ofA, that is,Am is monotone, bounded, hemi-
continuous. By Corollary 1.7, it therefore maps convergent sequences inVm into
weakly convergent sequences inV′m; more precisely, ifun→ u in Vm, thenAum⇀ Au
in V′m. However, the spaceV′m being finite dimensional, weak convergence and norm
convergence coincide, and henceAm is continuous.

By the continuity ofAm, by the above inequality, and by Corollary 2.2, there
existsum ∈ Vm such thatAmum− f = 0. In other words, for everyw ∈ Vm,

〈Aum− f ,w〉V′,V = 〈Amum− f ,w〉V′m,Vm = 0,

so that we have proved (2.1).
By the preceding equality, for everym,

〈Aum,um〉 = 〈 f ,um〉 ≤ ‖ f ‖ ‖um‖.

Therefore, the sequence (〈Aum,um〉

‖um‖
) is bounded inV. By coercivity ofA, this implies

that the sequence (um) is bounded inV. SinceA is bounded, also the sequence (Aum)
is bounded. SinceV andV′ are reflexive, and after passing to a subsequence, there
existsu ∈ V, χ ∈ V′ such that

um⇀ u in V and Aum⇀ χ in V′.

For everyk we have

〈χ,wk〉 = lim
m→∞
〈Aum,wk〉 = 〈 f ,wk〉.

Since the sequence (wk) is total inV, this impliesχ = f . Moreover,

lim sup
m→∞

〈Aum,um〉 = lim sup
m→∞

〈 f ,um〉

= lim
m→∞
〈 f ,um〉

= 〈 f ,u〉.

By Lemma 1.6 (implication (i)⇒(iii)), Au= f . �
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L 2.4. Let A : V → V′ be monotone and assume that one of the following
conditions holds:
(i) A is strictly monotone, that is

〈Au− Av,u− v〉 > 0 for every u, v ∈ V, u , v,

(ii) A is hemicontinuous, V is strictly convex, and Au= Av implies‖u‖ = ‖v‖.
Then A is injective.

P. (i) If Au = Av, then〈Au− Av,u − v〉 = 0, and thereforeu = v by strict
monotonicity.
(ii) We first prove that for everyf ∈ V′

(2.2) Au= f ⇔ ∀v ∈ V : 〈Av− f , v− u〉 ≥ 0.

In fact, if Au = f , then〈Av− f , v− u〉 ≥ 0 by monotonicity ofA. For the converse
implication, letw ∈ V, λ ≥ 0 and putv = u+ λw. Then

〈A(u+ λw) − f , λw〉 ≥ 0,

or
〈A(u+ λw) − f ,w〉 ≥ 0.

Lettingλ↘ 0 and using thatA is hemicontinuous, we obtain

〈Au− f ,w〉 ≥ 0.

Replacingw by−w, we obtain〈Au− f ,w〉 = 0, and sincew ∈ V is arbitrary,Au= f .
Hence we have proved (2.2).

Let S := {u ∈ V : Au = f } be the set of all solutions of the equationAu = f .
For everyv ∈ V, the setSv := {u ∈ V : 〈Av− f , v− u〉 ≥ 0} is convex, and by (2.2),
S =

⋂
v∈V Sv is therefore convex, too. By assumption,S ⊂ {‖u‖ = %} for some% ≥ 0.

SinceV is strictly convex, the setS is therefore reduced to at most one point. As a
consequence,A is injective. �

3. * Nonlinear elliptic problems IV

Let Ω ⊂ Rn be a bounded open set and letp ≥ 2. Let b ∈ Rn, and let f : Ω →
R be some function inL2(Ω). We consider the nonlinear elliptic boundary value
problem

(3.1)

 −∆pu(x) + b · ∇u(x) = f (x), x ∈ Ω,

u(x) = 0, x ∈ ∂Ω.

We call a functionu ∈W1,p
0 (Ω) aweak solutionof this problem if

(3.2)
∫
Ω

|∇u|p−2∇u∇ϕ +
n∑

i=1

∫
Ω

bi
∂u
∂xi
ϕ =

∫
Ω

fϕ for everyϕ ∈ C1
c(Ω).

Note thatu ∈W1,p
0 (Ω) is a weak solution of (3.1) if and only if−∆Ωp u+

∑n
i=1 bi

∂u
∂xi
= f ,

where∆Ωp is thep-Laplace operator defined in Chapter 1, Section 3.
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T 3.1. For every f ∈ L2(Ω) there exists a unique weak solution u∈
W1,p

0 (Ω) of the problem(3.1).

For the proof, we first prove a general result.

L 3.2. Let bi ∈ C(R;R) be a function satisfying the growth condition

(3.3) |bi(s)| ≤ C (1+ |s|)p−2 for some C≥ 0 and all s∈ R.

Then the operator

Bi : W1,p
0 (Ω) → W−1,p′(Ω),

u 7→ bi(u)
∂u
∂xi
,

is well defined, bounded and hemicontinuous. If bi is constant, then Bi is in addition
monotone.

P. Let u, v ∈ W1,p
0 (Ω). Then, by the growth estimate (3.3) and by Hölder’s

inequality, ∫
Ω

|Bi(u)v| =
∫
Ω

|bi(u)
∂u
∂xi

v|

≤ C
∫
Ω

(1+ |u|)p−2 |
∂u
∂xi

v|

≤ C
( ∫
Ω

(1+ |u|)
p(p−2)

p−1 |v|
p

p−1
) p−1

p ‖
∂u
∂xi
‖p

≤ C
( ∫
Ω

(1+ |u|)p) p−2
p ‖v‖p ‖

∂u
∂xi
‖p

< ∞,

so thatBi is well-defined. From this estimate we obtain in addition for everyu ∈
W1,p

0 (Ω)

‖Bi(u)‖W−1,p′ = sup
‖v‖

W
1,p
0
≤1

∣∣∣ ∫
Ω

Bi(u)v
∣∣∣

≤ sup
‖v‖

W
1,p
0
≤1
‖1+ |u|‖p−2

p ‖v‖p ‖
∂u
∂xi
‖p

≤
(
C + ‖u‖p

)p−2
‖u‖W1,p

0
,

so thatBi is bounded.
Next, letu, v, w ∈W1,p

0 (Ω). Then

|〈Bi(u+ tv) − Bi(u),w〉| ≤
∫
Ω

|bi(u+ tv) − bi(u)| |
∂u
∂xi
| |w| +

+ t
∫
Ω

|bi(u+ tv)| |
∂v
∂xi
| |w|

→ 0 ast → 0,
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by Lebesgue’s dominated convergence theorem. As a consequence,Bi is hemicon-
tinuous.

The monotonicity ofBi in the case of constantbi ∈ R has been proved in Example
1.2. �

P  T 3.1. �

4. Evolution equations involving monotone operators

Let V be a separable reflexive Banach space andH a Hilbert space such that

V′ ↪→ H = H′ ↪→ V′.

Let A : V → V′ be an operator,f : [0,T] → V′ be an integrable function andu0 ∈ H.
In this section we consider the evolution problem

(4.1) u̇(t) + Au(t) = f (t), t ∈ [0,T], u(0) = u0.

T 4.1. Suppose that, for some p> 1,

A is monotone and hemicontinuous,

‖Au‖V′ ≤ C ‖v‖p−1
V for some C≥ 0 and all v∈ V,

〈Au,u〉V′,V ≥ η ‖v‖
p
V for someη > 0 and all v∈ V.

Suppose in addition

f ∈ Lp′(0,T; V′) and u0 ∈ H.

Then the problem(4.1)admits a unique solution

u ∈ Lp(0,T; V) ∩W1,p′(0,T; V′) ∩C([0,T]; H).

P. Uniqueness:Assume thatu1 andu2 are two solutions. Then

1
2

d
dt
‖u1(t) − u2(t)‖

2
H = 〈u̇1(t) − u̇2(t),u1(t) − u2(t)〉V′,V

= −〈Au1(t) − Au2(t),u1(t) − u2(t)〉V′,V
≤ 0,

by monotonicity ofA. Moreover,

‖u1(0)− u2(0)‖2H = 0.

Both relations imply‖u1(t) − u2(t)‖2H = 0 for everyt ∈ [0,T], that is,u1 = u2.
Existence:Let (wm) be a total sequence, that is, a sequence such that span{wm :

m} is dense inV; the existence of such a sequence is guaranteed by the assumption
thatV is separable.

Let Vm := span{wk : 1 ≤ k ≤ m}.
We first prove that for everym there existsum ∈ C1([0,T]; Vm) such that

(4.2) 〈u̇m+ Aum,wk〉 = 〈 f ,wk〉 for every 1≤ k ≤ m, t ∈ [0,T].



4. EVOLUTION EQUATIONS INVOLVING MONOTONE OPERATORS 53

For everyu ∈ Vm we restrict the linear functionalAu ∈ V′ = L(V,R) to the closed
subspaceVm, and we thus obtain a linear functional onVm. In other words, we define
an operatorAm : Vm→ V′m by

〈Amu,w〉V′m,Vm := 〈Au,w〉V′,V.

Similarly, we restrictf (t) ∈ V′ andu0 ∈ H ⊂ V′ to Vm and denote the restrictions by
fm andu0m, respectively. Note that since we identifyH with its dualH′, and since
Vm ⊂ H is finite dimensional, we obtainVm = V′m; only the norms‖ · ‖V, ‖ · ‖H and
‖ · ‖V′ may differ onVm.

Recall from the proof of Theorem 2.3 thatAm : Vm→ V′m is continuous. Hence,
by Peano’s theorem (theory of ordinary differential equations), and by the unique-
ness result obtained above, the problem

u̇m+ Amum = fm t ∈ [0,T], u(0) = u0m,

admits a unique maximal solutionum ∈ W1,p′

loc ([0,T′); Vm) for some 0< T′ ≤ T.
Similarly as in the proof of uniqueness, we obtain by using the monotonicity ofAm,

1
2

d
dt
‖um‖

2
H = 〈u̇m,um〉

≤ −〈 fm,um〉

≤ ‖ fm‖V′ ‖um‖V.

Since the norms‖ · ‖H and‖ · ‖V are equivalent in the finite dimensional spaceVm,
this inequality implies,

‖um(t)‖2H ≤ ‖u0m‖
2
H +C

∫ T

0
‖ fm(s)‖′2V ds+

∫ t

0
‖um(s)‖2H ds.

Hence, by Gronwall’s inequality,

‖um(t)‖2H ≤ et (‖u0m‖
2
H +C

∫ T

0
‖ fm(s)‖′2V ds

)
,

so thatum remains bounded inVm. By the differential equation forum, this implies
u̇m ∈ Lp′(0,T′; Vm), and thereforeum ∈ W1,p′(0,T′; Vm). Sinceum is maximal, we
obtainT′ = T, and therefore this solutionum is the function we are looking for in
(4.2).

By (4.2),

〈u̇m+ Aum,um〉V′,V = 〈 f ,um〉V′,V for everyt ∈ [0,T],

so that, together with assumption (iii),

1
2

d
dt
‖um(t)‖2H + η ‖um(t)‖pV ≤ ‖ f ‖V′ ‖um‖V for everyt ∈ [0,T].
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Integrating this inequality yields

1
2
‖um(t)‖2H + η

∫ t

0
‖um(s)‖pV ds ≤

∫ t

0
‖ f (s)‖V′ ‖um(s)‖V ds+

1
2
‖u0m‖

2
H

≤ Cη‖ f ‖
p′

Lp′ +
η

2

∫ t

0
‖um(s)‖pV ds+

1
2
‖u0‖

2
H.

From this inequality we deduce that the sequence

(um) is bounded inL∞(0,T; H) ∩ Lp(0,T; V).

By assumption onA,

‖Amum‖Lp′ (0,T;V′) ≤ ‖Aum‖Lp′ (0,T;V′) ≤ Cp−1 ‖um‖Lp(0,T;V),

so that

(Amum) and (Aum) are bounded inLp′(0,T; V′).

From the differential equation ˙um+ Amum = fm we finally obtain that

(u̇m) is bounded inLp′(0,T; V).

Since the spacesLp(0,T; V), Lp′(0,T; V′) andH are reflexive, andafter passing to a
subsequence, we find that

um⇀ u in Lp(0,T; V),

Aum⇀ χ in Lp′(0,T; V′), and

um(T)⇀ ξ in H.

In the rest of the proof, we show that the functionu is the solution we are looking
for.

For everywk and every test functionϕ ∈ C1
c(0,T) we have∫ T

0
〈u,wk〉V′,Vϕ̇ = lim

m→∞

∫ T

0
〈um,wk〉V′,Vϕ̇

= lim
m→∞
−

∫ T

0
〈u̇m,wk〉V′,Vϕ

= lim
m→∞

∫ T

0
〈Amum+ fm,wk〉V′,Vϕ

= lim
m→∞

∫ T

0
〈Aum− f ,wk〉V′,Vϕ

=

∫ T

0
〈χ − f ,wk〉ϕ,

or

〈

∫ T

0
uϕ̇,wk〉V′,V = 〈

∫ T

0
(χ − f )ϕ,wk〉V′,V for everyk and everyϕ ∈ C1

c(0,T).
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Since the sequence (wk) is total inV, this implies∫ T

0
uϕ̇ =

∫ T

0
(χ − f )ϕ for everyϕ ∈ C1

c(0,T).

By definition of the Sobolev space, this impliesu ∈W1,p′(0,T; V′) and

u̇+ χ = f .

Moreover, for everywk and every functionϕ ∈ C1([0,T]) (not necessarily a test
function), we have on the one hand∫ T

0
uϕ̇ = uϕ

∣∣∣T
0
−

∫ T

0
u̇ϕ,

and on the other hand∫ T

0
〈u,wk〉V′,Vϕ̇ = lim

m→∞

∫ T

0
〈um,wk〉V′,Vϕ̇

= lim
m→∞

[
〈um,wk〉V′,Vϕ

∣∣∣T
0
−

∫ T

0
〈u̇m,wk〉V′,Vϕ

]
= 〈ξ,wk〉V′,Vϕ(T) − 〈u0,wk〉V′,Vϕ(0)+

∫ T

0
〈χ − f ,wk〉V′,Vϕ,

or, since (wk) is total inV,∫ T

0
uϕ̇ = ξ ϕ(T) − u0 ϕ(0)+

∫ T

0
(χ − f )ϕ.

Comparing both expressions, we obtain

u(T)ϕ(T) − u(0)ϕ(0) = ξ ϕ(T) − u0 ϕ(0)

for every functionϕ ∈ C1([0,T]). Choosingϕ(t) = t andϕ(t) = T − t, we obtain

u(0) = u0 andu(T) = ξ.

In particular,u satisfies the initial condition of (4.1). It remains to show thatAu= χ.
In order to see this, we consider the operator

A : Lp(0,T; V) → Lp′(0,T; V′),

v 7→ Av,

which is well defined by the growth condition onA and which is monotone, bounded
and hemicontinuous by the monotonicity, the growth condition and the hemiconti-
nuity of A. Recall that we have

um⇀ u in Lp(0,T; V) and Aum⇀ χ in Lp′(0,T; V′).
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Moreover,

〈Aum,um〉Lp′ ,Lp =

∫ T

0
〈Aum,um〉V

′,V

=

∫ T

0
〈Amum,um〉V′,V

=

∫ T

0
〈 fm− u̇m,um〉V′,V

=

∫ T

0

[
〈 f ,um〉V′,V −

1
2

d
dt
‖um‖

2
H

]
=

1
2
‖u0m‖

2
H −

1
2
‖um(T)‖2H +

∫ T

0
〈 f ,um〉V′,V.

One has limm→∞ u0m = u0 = u(0) in H so that

lim
m→∞
‖u0m‖H = ‖u0‖H = ‖u(0)‖H.

Moreover, sinceum(T) ⇀ ξ = u(T) in H and since the norm‖ · ‖H is a convex
function, we obtain from Corollary 2.4 from Chapter 2

‖u(T)‖H ≤ lim inf
m→∞

‖um(T)‖H,

or, equivalently,
lim sup

m→∞
[−‖um(T)‖2H] ≤ −‖u(T)‖2H.

Therefore

lim sup
m→∞

〈Aum,um〉Lp′ ,Lp ≤
1
2
‖u(0)‖2H −

1
2
‖u(T)‖2H +

∫ T

0
〈 f ,u〉V′,V(4.3)

=

∫ T

0
〈 f − u̇,u〉V′,V(4.4)

=

∫ T

0
〈χ,u〉V′,V(4.5)

= 〈χ,u〉Lp′ ,Lp.(4.6)

By Lemma 1.6 applied toA (implication (i)⇒(iii)), we obtainAu = Au = χ. The
claim is completely proved. �

5. * A nonlinear diffusion equation



CHAPTER 6

Appendix

1. Differentiable functions between Banach spaces

In the following, letX andY be two Banach spaces, and letU be an open subset
of X.

D 1.1. A functionF : U → Y is differentiablein some pointx ∈ U if
there exists a continuous, linearT : X → Y such that for everyh ∈ X with norm
small enough one has

F(x+ h) = F(x) + Th+ o(h)

and

lim
‖h‖→0

‖o(h)‖
‖h‖

= 0.

If F is differentiable inx ∈ U, then the operatorT is uniquely determined; we
call T thederivativeof F in x and writeF′(x) instead ofT. Hence, the derivative of
a function f : X ⊃ U → Y is a bounded linear operatorX→ Y.

Note furthermore that ifF is differentiable inx ∈ U, thenF is necessarily con-
tinuous inx. This follows from the definition of differentiability, the continuity of
F′(x) and the continuity of the termo in 0.

D 1.2. A functionF : U → Y is differentiableif it is differentiable in
every pointx ∈ U. We say thatF is continuously differentiable(or: of class C1) if F
is differentiable and ifF′ : U → L(X,Y) is continuous.

2. Closed linear operators

For the following, we will have to consider a larger class of linear operators.
WheneverX andY are two Banach spaces, alinear operatoris a linear mapping
A : D(A) → Y defined on a linear subspaceD(A) of X. The spaceD(A) is called
domainof A. Note that the domainD(A) need not be a closed linear subspace ofX.

D 2.1. LetX andY be two Banach spaces. A linear operatorA : D(A)→
Y is calledclosedif its graph

G(A) := {(x,Ax) : x ∈ D(A)} ⊂ X × Y

is closed in the product spaceX × Y.

57
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L 2.2. A linear operator A: D(A)→ Y is closed if and only if the following
property holds:

D(A) 3 xn→ x in X and

Axn→ y in Y

⇒ x ∈ D(A) and Ax= y.

P. It suffices to note thatD(A) 3 xn → x in X andAxn → y in Y if and only
if G(A) 3 (xn,Axn) → (x, y) in the product spaceX × Y, by definition of the product
topology.

If A is closed and ifG(A) 3 (xn,Axn) → (x, y) then (x, y) ∈ G(A) by the closed-
ness ofA and thusx ∈ D(A) andy = Ax.

Conversely, ifG(A) 3 (xn,Axn) → (x, y) implies necessarilyx ∈ D(A) and
y = Ax, then (x, y) ∈ G(A), i.e. G(A) is closed, and thusA is closed. �

L 2.3. A linear operator A: D(A) → Y is closed if and only if its domain
D(A) equipped with the graph norm

‖x‖D(A) := ‖x‖X + ‖Ax‖Y, x ∈ D(A),

is a Banach space.

P. If A is closed, then, by definition,G(A) is a closed subspace of the product
spaceX×Y. SinceX×Y is a Banach space, the graphG(A) is a Banach space. Now
note thatD(A) equipped with the graph norm andG(A) equipped with the product
norm are isometrically isomorphic under the isometryD(A) → G(A), x 7→ (x,Ax).
HenceD(A) equipped with the graph norm is a Banach space.

Conversely, assume thatD(A) equipped with the graph norm is a Banach space.
ThenG(A) (equipped with the product norm fromX × Y) is a Banach space by the
same argument as before. In particular,G(A) is a closed subspace ofX × Y. Hence,
A is closed. �

L 2.4. Every bounded linear operator T: X→ Y (with domain D(T) = X)
is closed.

P. Let T ∈ L(X,Y). The norms‖ · ‖X and‖ · ‖D(T) are equivalent norms onX
which is a Banach space for the norm‖ · ‖X. HenceX = D(T) is a Banach space for
the norm‖ · ‖D(T). By Lemma 2.3,T is closed. �

The following theorem is a fundamental theorem in functional analysis. It is a
consequence of Baire’s theorem, but it will not be proved here.

T 2.5 (Closed graph theorem).Let X and Y be Banach spaces and let
T : X→ Y (with domain D(T) = X) be closed. Then T is bounded.

E 2.6. Let X = Y = C([0,1]) be the space of continuous functions on
[0,1] with norm‖ f ‖∞ := supx∈[0,1] | f (x)|. Define thederivation operator Dby

D(D) := C1([0,1]) andD f := f ′ for f ∈ D(D).

ThenD is closed. In fact, the spaceC1([0,1]) is a Banach space for the graph norm
‖ f ‖D(D) = ‖ f ‖∞ + ‖ f ′‖∞ (exercice).
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E 2.7. LetX = Y = Lp(R) (1 ≤ p ≤ ∞) with norm ‖ · ‖p. Define the
multiplication operator Mby

D(M) := { f ∈ Lp(R) : x f(x) ∈ Lp(R)} and (M f ) := x f(x) for f ∈ D(M).

ThenM is closed. In fact,

D(M) = Lp(R; (1+ |x|p) dx),

and the graph norm‖ · ‖D(M) is equivalent to the norm

‖ f ‖Lp(R;(1+|x|p) dx) :=

(∫
R

| f |p(1+ |x|p) dx

)1/p

,

which makesLp(R; (1+ |x|p) dx) a Banach space.

3. Vector-valuedLp spaces

As beforeX denotes a Banach space. In this section (Ω,A, µ) is a measure space.

D 3.1. (a) A functionf : Ω → X is calledstep function, if there exists
a sequence (An) ⊂ A of mutually disjoint measurable sets and a sequence (xn) ⊂ X
such thatf =

∑
n 1An xn.

(b) A function f : Ω→ X is calledmesurable, if there exists a sequence (fn) of step
functions fn : Ω→ X such thatfn→ f pointwiseµ-almost everywhere.

R 3.2. Note that there may be a difference to the definition of mesurability
of a scalar valued functions. Measurability of a function is here depending on the
measureµ. However, if the measure space (Ω,A, µ) is completein the sense that
µ(A) = 0 andB ⊂ A implies B ∈ A, then the above definition of measurability and
the classical definition of measurability coincide. Note that one may always consider
complete measure spaces.

L 3.3. If f : Ω → X is measurable, then‖ f ‖ : Ω → R is measurable.
More generally, if f : Ω → X is measurable and if g: X → Y is continuous, then
g ◦ f : Ω→ Y is measurable.

P. This is an easy consequence of the definition of measurability and the
continuity ofg. Note that in particular the norm‖ · ‖ : X→ R is continous. �

L 3.4. If f : Ω → X and g: Ω → K are measurable, then f g: Ω → X is
measurable.

Similarly, if f : Ω→ X and g: Ω→ X′ are measurable, then〈g, f 〉X′,X : Ω→ K
is measurable.

T 3.5 (Pettis).A function f : Ω → X is measurable if and only if〈x′, f 〉
is measurable for every x′ ∈ X′ (we say that f isweakly measurable) and if there
exists aµ-null set N∈ A such that f(Ω \ N) is separable.

For a proof of Pettis’ theorem, see H & P [13].

C 3.6. If ( fn) is a sequence of measurable functionsΩ → X such that
fn→ f pointwiseµ-almost everywhere, then f is measurable.
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P. We assume that this corollary is known in the scalar case, i.e. when
X = K.

By Pettis’s theorem, for alln there exists aµ null setNn ∈ A such thatfn(Ω \Nn)
is separable. Moreover there exists aµ null setN0 ∈ Ω such thatfn(t) → f (t) for all
t ∈ Ω \ N0. Let N :=

⋃
n≥0 Nn; as a countable union ofµ null sets,N is aµ null set.

Then f (restricted toΩ \ N) is the pointwise limit everywhere of the sequence
( fn). In particular f is weakly measurable. Moreover,f (Ω \ N) is separable since

f (Ω \ N) ⊂
⋃

n

fn(Ω \ N),

and sincefn(Ω \ N) is separable. The claim follows from Pettis’ theorem. �

D 3.7. A measurable functionf : Ω → X is called integrable if∫
Ω
‖ f ‖ dµ < ∞.

L 3.8. For every integrable step function f: Ω → X, f =
∑

n 1An xn the
series

∑
n xnµ(An) converges absolutely and it is independent of the representation of

f .

P. Let f =
∑

n 1An xn be an integrable step function. The sets (An) ⊂ A are
mutually disjoint and (xn) ⊂ X. Then∑

n

‖xn‖ µ(An) =
∫
Ω

‖ f ‖ dµ < ∞.

�

D 3.9 (Bochner integral for integrable step functions). Letf : Ω → X
be an integrable step function,f =

∑
n 1An xn. We define∫

Ω

f dµ :=
∑

n

xn µ(An).

L 3.10. (a) For every integrable function f: Ω→ X there exists a sequence
( fn) of integrable step functionsΩ → X such that‖ fn‖ ≤ ‖ f ‖ and fn → f pointwise
µ-almost everywhere.
(b) Let f : Ω → X be integrable. Let( fn) be a sequence of integrable step functions
such that‖ fn‖ ≤ ‖ f ‖ and fn→ f pointwiseµ-almost everywhere. Then

x := lim
n→∞

∫
Ω

fn dµ exists

and

‖x‖ ≤
∫
Ω

‖ f ‖ dµ.

P. (a) Let f : Ω → X be integrable. Then‖ f ‖ : Ω → R is integrable.
Therefore there exists a sequence (gn) of integrable step functions such that 0≤ gn ≤

‖ f ‖ andgn→ ‖ f ‖ pointwiseµ-almost everywhere.
Since f is measurable, there exists a sequence (f̃n) of step functionsΩ→ X such

that f̃n→ f pointwiseµ-almost everywhere.
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Put

fn :=
f̃n gn

‖ f̃n‖ + 1
n

.

(b) For every integrable step functiong : Ω→ X one has∥∥∥ ∫
Ω

g dµ
∥∥∥ ≤ ∫

Ω

‖g‖ dµ.

Hence, for everyn, m ∥∥∥ ∫
Ω

fn − fm dµ
∥∥∥ ≤ ∫

Ω

‖ fn − fm‖ dµ,

and by Lebesgue’s dominated convergence theorem the sequence (
∫
Ω

fn dµ) is a
Cauchy sequence. When we putx = limn→∞

∫
Ω

fn dµ then

‖x‖ ≤ lim inf
n→∞

∫
Ω

‖ fn‖ dµ =
∫
Ω

‖ f ‖ dµ.

�

D 3.11 (Bochner integral for integrable functions). Letf : Ω → X be
integrable. We define ∫

Ω

f dµ := lim
n→∞

∫
Ω

fn dµ,

where (fn) is a sequence of step functionsΩ → X such that‖ fn‖ ≤ ‖ f ‖ and fn → f
pointwiseµ-almost everywhere.

R 3.12. The definition of the Bochner integral for integrable functions is
independent of the choice of the sequence (fn) of step functions, by Lemma 3.10.

R 3.13. We will also use the follwing notation for the Bochner integral:∫
Ω

f oder
∫
Ω

f (t) dµ(t),

and ifΩ = (a,b) is an interval inR:∫ b

a
f oder

∫ b

a
f (t) dµ(t).

If µ = λ is the Lebesgue measure then we also write∫ b

a
f (t) dt.

L 3.14. Let f : Ω → X be integrable and T∈ L(X,Y). Then T f : Ω → Y
is integrable and ∫

Ω

T f dµ = T
∫
Ω

f dµ.

P. Exercise. �
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T 3.15 (Lebesgue, dominates convergence).Let ( fn) be a sequence of
integrable functions. Suppose there exists an integrable function g: Ω → R and
an (integrable) measurable function f: Ω → X such that‖ fn‖ ≤ g and fn → f
pointwiseµ-almost everywhere. Then∫

Ω

f dµ = lim
n→∞

∫
Ω

fn dµ.

P. Exercise. �

D 3.16 (Lp spaces). For every 1≤ p < ∞ we define

Lp(Ω; X) := { f : Ω→ X measurable :
∫
Ω

‖ f ‖p dµ < ∞}.

We also define

L∞(Ω; X) := { f : Ω→ X measurable :∃C ≥ 0 such thatµ({‖ f ‖ ≥ C}) = 0}.

L 3.17. For every1 ≤ p < ∞ we put

‖ f ‖p :=
( ∫
Ω

‖ f ‖p dµ
)1/p
.

We also put
‖ f ‖∞ := inf {C ≥ 0 : µ({‖ f ‖ ≥ C}) = 0}.

Then‖ · ‖p is a seminorm onLp(Ω; X) (1 ≤ p ≤ ∞).

R 3.18. A function‖ · ‖ : X → R+ on a real or complex vector space is
called aseminormif

(i) x = 0⇒ ‖x‖ = 0,
(ii) ‖λx‖ = |λ| ‖x‖ for everyλ ∈ K and allx ∈ X,

(iii) ‖x+ y‖ ≤ ‖x‖ + ‖y‖ for all x, y ∈ X.

D 3.19 (Lp spaces). For every 1≤ p ≤ ∞ we put

Np := { f ∈ Lp(Ω; X) : ‖ f ‖p = 0}

= { f ∈ Lp(Ω; X) : f = 0µ-almost everywhere}.

We define the quotient space

Lp(Ω; X) := Lp(Ω; X)/Np,

which is the space of all equivalence classes

[ f ] := f + Np, f ∈ Lp(Ω; X).

L 3.20. For every[ f ] ∈ Lp(Ω; X) ( f ∈ Lp(Ω; X)) the value

‖[ f ]‖p := ‖ f ‖p

is well defined, i.e. independent of the representant f . The function‖ · ‖p is a norm
on Lp(Ω; X). The space Lp(Ω; X) is a Banach space when equipped with this norm.
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R 3.21. As in the scalar case we will in the following identifyfunctions
f ∈ Lp(Ω; X) with their equivalence classes[ f ] ∈ Lp(Ω; X), and we say thatLp is
a function spacealthough we should be aware that it is only a space of equivalence
classes of functions.

R 3.22. ForΩ = (a,b) an interval inR and forµ = λ the Lebesgue measure
we simply write

Lp(a,b; X) := Lp((a,b); X).

We can do so since the spacesLp([a,b]; X) andLp((a,b); X) coincide since the end
points{a} and{b} have Lebesgue measure zero and there is no danger of confusion.

L 3.23. LetΩ ⊂ Rn be open and bounded. Then C(Ω̄; X) ⊂ Lp(Ω; X) for
every1 ≤ p ≤ ∞.

P. Actually, for finite measure spaces, we have the more general inclusions

L∞(Ω; X) ⊂ Lp(Ω; X) ⊂ Lq(Ω; X) ⊂ L1(Ω; X)

if 1 ≤ q ≤ p ≤ ∞. �

L 3.24. Let the measure space(Ω,A, µ) be such that Lp(Ω) is separable
for 1 ≤ p < ∞ (e.g.Ω ⊂ Rn be an open set with the Lebesgue measure). Let X be
separable. Then Lp(Ω; X) is separable for1 ≤ p < ∞.

P. By assumption the spacesLp(Ω) andX are separable. Let (hn) ⊂ Lp(Ω; X)
and (xn) ⊂ X be two dense sequences. Then the set

F := { f : Ω→ X : f = hn xm}

is countable. It suffices to shows thatF ⊂ Lp(Ω; X) is total, i.e. spanF is dense in
Lp(Ω; X). This is an exercise. �

T 3.25. LetΩ be as in lemma 3.24. Let1 < p < ∞ and assume that X is
reflexive. Then the space Lp(Ω; X) is reflexive and

Lp(Ω; X)′ � Lp′(Ω; X′).

P. Without proof. �

4. Vector-valued Sobolev spaces

D 4.1 (Sobolev spaces). Let−∞ ≤ a < b ≤ ∞ and 1≤ p ≤ ∞. We
define

W1,p(a,b; X) := {u ∈ Lp(a,b; X) : ∃v ∈ Lp(a,b; X)∀ϕ ∈ D(a,b)∫ b

a
uϕ′ = −

∫ b

a
vϕ}.

Notation:v =: u′.
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L 4.2. For every−∞ ≤ a < b ≤ ∞ and every1 ≤ p ≤ ∞ one has
W1,p(a,b; X) ⊂ Cb((a,b); X). For every u∈ W1,p(a,b; X) and every s, t∈ (a,b)
one has

u(t) − u(s) =
∫ t

s
u′(r) dr.
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